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S U M M A R Y
The joint inversion of Rayleigh wave dispersion and H/V curves from environmental noise
measurements allows the retrieval of S-wave velocity profiles for the shallow subsoil. For
this purpose, genetic and linearized algorithm have been combined in a two-step inversion
procedure, that allows the principal drawbacks typical of the application of each algorithm
separately to be overcome. In the first step, a genetic algorithm procedure is used to constrain
the subvolume of the parameter space where the absolute minimum of the misfit function is
located. In the second step, a linearized inversion algorithm, having as an initial guess the
minimum misfit model deduced from the first step, is applied to force the inversion towards the
optimal solution. To evaluate the feasibility and effectiveness of this approach, seismic noise
recordings at a test site in the Po river valley (North Italy) have been analysed. Here, detailed
geophysical and geological information is available along with earthquake recordings, which
allow a well constrained definition of both the local shear wave profile and transfer function.
Comparisons between theoretical and experimental S-wave velocity profiles and, above all,
between the theoretical and experimental site response functions shows that this combination
of inversion procedures can very efficiently to manage the extreme non-linearity of the problem.

Key words: inversion, Love waves, Rayleigh waves, seismic array, seismic noise, surface
waves.

I N T RO D U C T I O N

The local shear wave velocity structure and total thickness of the
overlying sedimentary cover are essential parameters controlling the
local amplification of ground motion during earthquakes. A number
of procedures suitable for mapping the mechanical properties of
the shallow subsoil (microzonation) have so far provided mainly
based on bore-hole measurements and active seismic prospecting
(see e.g. Kramer 1996).

In the last decade, very promising results have been obtained
from the analysis of environmental-noise recordings, both using
single-stations to estimate horizontal-to-vertical (H/V ) spectral ra-
tio curves (e.g. Fäh et al. 2001; Arai & Tokimatsu 2004) and
array configurations to estimate surface wave dispersion curves
(e.g. Scherbaum et al. 2003). These techniques can be success-
fully applied where other approaches are not feasible (e.g. due
to the high level of environmental seismic noise) and allow
good lateral coverage at reasonable costs. This last feature be-
comes particularly important when limited budgets are available
for seismic microzonation (e.g. in low seismicity areas and de-
veloping countries). Therefore, passive seismic techniques based
on the measurement of environmental noise have been the sub-
ject of extensive research (see e.g. SESAME European project
2005).

The key problem of these techniques concerns the accuracy of the
soil characterization they provide. In fact, both dispersion and H/V
ratio curves must be inverted to retrieve the local S-wave profile, but
this inversion is hampered by the extreme non-linearity of the data-
model parameters relationship. Scherbaum et al. (2003) showed that
the H/V ratio and the dispersion curves display different sensitivity
to the S-wave velocity and thickness of the sedimentary layers. In
particular, the dispersion curve represents the main constraint in the
definition of the S-wave velocity of the soft sediments, while the fun-
damental frequency estimated from the ellipticity peak constrains
the total thickness of the sediment cover. Thus, when the inversion is
applied to these curves separately, there is an un-resolvable trade-off
between the model parameters that hampers the analysis results. To
overcome this drawback, Parolai et al. (2005) and Arai & Tokimatsu
(2005) proposed a joint inversion of phase velocity and H/V ratio
curves. They showed that with this approach, the trade-off between
the model parameters can be reduced and a reliable evaluation of
the local S-wave velocity structure can be obtained. Two different
algorithms have been proposed for the joint inversions problem:
genetic algorithms (hereafter GA) applied by Parolai et al. (2005)
and linearized algorithms (hereafter LIN) adopted by Arai &
Tokimatsu (2005).

GA (e.g. Goldberg 1989) require the computation of the for-
ward problem and of the cost function only, avoiding any potential
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numerical instabilities that may arise from, for example, matrix in-
version and partial derivative estimates. For this reason, they are con-
sidered inherently stable methods. Moreover, direct-search methods
guarantee the exploration of a wide portion of the solution space.
Therefore, since different minima of the cost function are explored,
the convergence towards an optimum solution is highly probable,
even if this is computationally extensive. In addition, since GA al-
lows the exploration of a large parameter space, both the best-fitting
model data and general information about the parameter trade-off
can be retrieved.

LIN strategies are based on the generalized least-squares method
(e.g. Marquardt 1963; Wiggins 1972). These have the advantage
of converging rapidly towards an acceptable minimum of the cost
function, starting from a suitable initial guess model. Moreover, by
the estimation of the resolution and model covariance matrix, one
can estimate confidence limits for the unknown parameters.

Despite the fact that both GA and LIN approaches can be effec-
tive, in many cases they lead towards non-optimal parametrization.
Indeed, in highly ill-posed inversion problems, GA could be stalled
by a complicated fitness landscape and be unable to exactly single
out the global optimum solution (Mosegaard & Sambridge 2002).
On the other hand, when LIN methods are used, poor starting models
are likely to result in low-quality or undesired parameter estimation
(Menke 1989).

In order to overcome these difficulties, a possible strategy con-
sists in combining both kinds of inversion methods to benefit from
the advantages each (e.g. Hernandez et al. 1999; Alecu et al. 2004;
Bourova et al. 2005; Santos et al. 2005). In the present work, an
attempt is made to introduce a two-step inversion scheme by com-
bining GA and LIN techniques: GA is used to provide the LIN
with an initial model reasonably near to the optimal solution to in-
crease the likelihood of convergence towards the best-fitting model.
This approach is applied for the joint inversion of H/V ratios and
Rayleigh wave dispersion curves deduced from environmental noise
measurements carried out at a well-known test site located near the
Casaglia Village in Northern Italy. Here, high quality geological and

Figure 1. Geographical location and schematic geological map showing the Casaglia test site (modified from Cocco et al. 2001). The asterisk indicates the
position of the borehole site and also corresponds to the location of the seismic array. Black dots indicate the position of exploratory wells made by the Italian
petroleum company (AGIP). In the inset, the array configuration (dots) is reported along with the location of the 3-D component sensor (grey square).

geophysical data are available (Cocco et al. 2001), which will allow
a satisfactory check of the two-step inversion results.

T E S T S I T E A N D DATA

The Casaglia test site is located in the Po Valley (Northern Italy)
(Fig. 1). The geological setting of the whole area is well known, as
several exploratory wells have been drilled by the Italian petroleum
company (AGIP) because of the presence of a low-enthalpy geother-
mal field, which is exploited for industrial activities and house heat-
ing in the nearby city of Ferrara.

Geologically, the Po Valley is a large subsident basin filled by
Quaternary alluvium. In the eastern part of the basin recent sed-
iments can reach a thickness of several kilometres, and overlies a
SW–NE aligned thrust-fault system (Cocco et al. 2001). The site un-
der study is located on top of the thrust called the ‘Ferrarese uprise’
where the total thickness of the Quaternary deposits (constituting
an alternation of sands and silts) is about 130 m. Within the sedi-
mentary cover, the stratification can be considered as being planar
with horizontal interfaces, at least for the wavelengths of interest in
the present study (hundreds of metres).

Among the geophysical studies carried out at the Casaglia site,
Malagnini et al. (1997) used cross-hole and up-hole measurements
to constrain the body-wave velocity to 80 m depth. They also es-
timated the S-wave velocity profile to the base of the Quaternary
alluvium from the inversion of phase and group velocity dispersion
curves relative to Rayleigh waves generated by artificial sources.
Moreover, a direct estimate of the local transfer function was ob-
tained by Cocco et al. (2001) from the analysis of eight seismic
events (with a magnitude range between 2.2 and 3.6) recorded using
a borehole broad-band seismometer (Guralp CMG3T) at the base
of the alluvial layers (135 m of depth) and a second broad-band
seismometer at the surface.

All these pieces of information have been considered to evaluate
the reliability of the inversion results presented in this work. How-
ever, no initial model has been deduced from these data to feed the
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Figure 2. Experimental results from environmental noise measurements.
(a) Rayleigh wave dispersion curves (grey dots). The error bars around the
dispersion curve have been computed following (Menke 1989). (b) H/V
ratios curve (thick line) and relative 95 per cent confidence interval (thin
lines). (c) Horizontal (grey lines) and vertical (black line) velocity spectra of
the recorded noise. (d) Contour plot of the H/V curves computed for each
window. The scale-bar on the right indicates H/V amplitudes.

inversion procedure. This will allow us to check the robustness of
the joint inversion strategy proposed here.

At the test site, 1 hr long recordings of ambient seismic noise
have been performed with a sampling rate of 128 Hz by us-
ing both single station and array configurations. The small-scale
array (Fig. 1) consisted of 16 vertical geophones (4.5 Hz) de-
ployed in an L-shape configuration with a maximum dimension
ca. 120 m. A digital acquisition system produced by Micromed
(http://micromed-it.com/brainspy1.htm) has been used. Single sta-
tion three-directional measurements have been performed by using
a portable instrument specifically designed to measure seismic noise
(www.tromino.it). The Rayleigh wave dispersion curve (Fig. 2a) was
estimated using the ESAC procedure (Ohori et al. 2002). Uncertainty
associated with the phase velocity values are estimated following
Parolai et al. (2006). The fundamental frequency of the available
geophones limits our capability to estimate reliable Rayleigh wave
velocities for frequencies lower than about 2 Hz (i.e. for the deeper

portion of the sedimentary cover), with realistic values of phase ve-
locities obtained in the range 2–10 Hz. The maximum exploration
depth can be estimated as half of the longest monitored wavelength,
and is of the order of 80 m.

The H/V ratio curve (Fig. 2b) has been computed using 60 s
time windows of noise recording signal, tapered with a 5 per cent
cosine function before the computation of the spectrogram for each
noise component. Spectrograms were smoothed using the Konno &
Ohmachi (1998) window (b = 40). This ensures the reduction of
numerical instabilities while preserving the major features of the
spectra, especially the shape of the H/V ratios maxima. The result-
ing spectral ordinates relative to horizontal components have been
geometrically averaged and divided by the vertical spectral ordinate
to compute the H/V function. Results obtained by considering 60
time windows have then been averaged to compute the final H/V
curve. Azimuthal and temporal stability and confidence intervals rel-
ative to H/V ordinates have been estimated by following D’Amico
et al. (2004) and by using the code ‘Grilla®’ (www.tromino.it). The
H/V curve exhibits two different resonant peaks. The fundamental
resonance frequency has been estimated to be 0.86 ± 0.01 Hz, while
the second peak corresponds to a frequency of 1.91 ± 0.04 Hz, with
both estimated resonance frequencies in good agreement with those
obtained by Cocco et al. (2001). Despite the second peak being
partially merged with the first, both H/V maxima are related to a
minimum in the amplitude of the vertical velocity spectra (Fig. 2c),
as expected if the H/V peaks resulted from the polarization of the
Rayleigh waves (Scherbaum et al. 2003). Moreover, they are stable
in time (Fig. 2d) and can be considered reliable according to the
SESAME criteria (SESAME European project 2005).

F O RWA R D M O D E L L I N G

Modelling Rayleigh wave phase velocities and H/V curves requires
the choice of a suitable formalization of the background physical
problem and of a reference structural model. Both of these aspects
are discussed below.

Physical background

The formulations proposed by Tokimatsu et al. (1992) and Arai
& Tokimatsu (2004) have been followed, based on the assumption
that the noise wavefield is dominated by surface waves, at least
with regards to its most coherent and statistically persistent com-
ponent. Previous studies (e.g. Gucunski & Woods 1991; Tokimatsu
et al. 1992) showed that when S-wave velocity varies irregularly
with depth, several propagation modes can contribute to the surface
wave field. The contribution of each mode m at each frequency f is
modulated by a medium response factor Am( f ), which is represen-
tative of the energy carried by each mode during the propagation
and only depends on the mechanical layering of the subsoil. In the
following, the presence of several propagation modes have been
taken into account when modelling the dispersion and H/V curves.

The modelling of the dispersion curve is performed in terms of
Rayleigh waves only, since only vertical motion measurements are
used. The frequency dependence of H/V ratios is considered to
depend upon the Rayleigh wave ellipticity, while their amplitude
depends upon both Love and Rayleigh waves (Arai & Tokimatsu
2000, 2004). Further details about the formulation can be found in
the references listed.
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Structural model

In this study, the above formulations have been applied to compute
the apparent phase velocities and H/V ratios for the case of vertically
heterogeneous 1-D models using the modified Thomson–Haskell
method proposed by Herrmann (2002). Here, the medium is replaced
by a stack of horizontal uniform layers overlaying a homogeneous
infinite half-space (hereafter IHS), the latter corresponding to rigid
bedrock.

As clearly illustrated by Scherbaum et al. (2003), the filtering
role of the medium on the frequency range around the fundamen-
tal resonance frequency, f o, corresponding to the IHS resonance,
makes dispersion curves nearly insensitive to choice of IHS. How-
ever, Wathelet (2005) pointed out that positioning the IHS at the
bottom of the soft sedimentary cover could result in an artificial and
physically unrealistic truncation of higher modes of both Love and
Rayleigh waves in the low frequency band.

Thus, the introduction of a wrong IHS could potentially bias the
modelling, and therefore, the inversion results. The magnitude of this
bias is expected to be negligible in the presence of a sharp impedance
contrast at the bottom of a soft layer overlying hard bedrock, since,
in this case, the surface waves are naturally constrained in the soft
sediments. However, when this impedance contrast is weaker, higher
modes are not constrained to propagate in the shallow subsurface
only. In this case, the lack of higher modes could determine a con-
siderable bias in the velocity profile estimated from the inversion of
H/V and dispersion data. The strong sensitivity of the H/V peak
on IHS features has been clearly shown by Picozzi et al. (2005).
Some numerical tests illustrating this aspect are also presented in
Appendix A. These tests indicate that the impedance contrast (IC)
magnitude at the bottom of the soft sedimentary layer is well con-
strained by the shape and amplitude of the whole H/V peak. On the
other hand, the velocity and thickness of the layer located below this
IC can be poorly resolved since these only affect a small portion of
the H/V curve (i.e. just below f o).

These considerations have induced Arai & Tokimatsu (2004,
2005) to include in their inversion analysis of H/V curves the deep
ground structure inferred from available geological and geophysical
information. Unfortunately, this information is not available for the
test site in this study, where the available geophysical information
is limited to the soft sedimentary layers. However, due to the pres-
ence of a geothermal field in the study area, one can guess that the
underlying bedrock (i.e. Miocene flysch units, Cocco et al. 2001)
is probably weathered. This suggests that the IC at the bottom of
the alluvial sedimentary layer could be quite low (Malagnini et al.
1997). Therefore, higher modes are needed to correctly reproduce
the observed H/V peak, and thus, a careful characterization of IHS
is required.

I M P L E M E N TAT I O N O F T H E T W O - S T E P
J O I N T I N V E R S I O N P RO C E D U R E

The inversion algorithm GA proposed by Yamanaka & Ishida (1996)
and the LIN proposed by Arai & Tokimatsu (2005) have been im-
plemented in a MATLAB code. Since a complete description of the
methods can be found in the reference papers, in the following they
will be here only briefly outlined.

In view of the fact that the aim of this work is to combine GA
and LIN in a two-step inversion scheme, a single cost function was
adopted during the two inversion stages. In particular, in order to
obtain a fair weighting of both the data set at hand (i.e. the dispersion
and the H/V curves), both inversions have been performed using a

cost function in the form

cost =



√√√√ N∑
j=1

(
co( f ) − c( f )

co( f )

)2 /
N




+



√√√√ K∑
j=1

(
hvo( f ) − hv( f )

hvo( f )

)2 /
K


 , (1)

where the symbol c(f ) indicates the Rayleigh wave phase velocity,
hv(f ) indicates the H/V spectral ratios as a function of the frequency
f , where the subscript o indicates the observed data with N and K
being the number of data points in the dispersion and H/V ratio
curves, respectively.

The first step: GA inversion scheme

Similarly to other direct-search (or non-linearized) inversion meth-
ods (e.g. Simulated Annealing Kirkpatrick et al. 1983, or neighbour-
hood algorithm (NA) Sambridge 1999), the GA scheme (Goldberg
1989) requires a series of appropriate tuning parameters. The pa-
rameter values used in the present study take advantage of previous
experience using this algorithm by Yamanaka & Ishida (1996) and
Parolai et al. (2005).

The initial step is to define the parameter space to be explored.
Sensitivity analyses (e.g. Tokimatsu 1997; Xia et al. 1999; Arai &
Tokimatsu 2004) show that the dependence of dispersion and of H/V
curves on P-wave velocity, V P , and mass density per unit volume is
smaller than that on S-wave velocity, V S , and the thickness, H , of the
layers. However, as shown by Boore & Toksöz (1969), the Poisson’s
ratio significantly affects the Rayleigh dispersion curves in the low
frequency range. Numerical test (see Appendix B) show that this
also holds for H/V curves. This implies that Poisson’s ratio can
be potentially retrieved from the joint inversion of Rayleigh wave
dispersion and H/V ratios curves. To reduce the number of free
parameters, density set to vary between 1800 kg m−3 at the surface
and 2300 kg m−3 at depth, in agreement with a priori geological
information. Therefore, the inversion concerned V S , Poisson’s ratio
and H values relative to each layer.

Parolai et al. (2006) showed that setting the number of layers to
about eight produces reliable results for the kind of velocity struc-
ture off concern (i.e. sedimentary cover thickness of few hundred
meters). Therefore, the inversions have been carried out considering
models with eight layers for retrieving the S-wave velocity profile
in the soft sedimentary cover. A couple of deep layers have been
introduced below the bottom of this cover to avoid the possible
biases in the modelling (see above). Both velocity and thickness
of the first deep layer have been freely varied during the inver-
sion as far as it has been necessary to extend the higher modes
information until the lowest frequency of interest. The second deep
layer is the actual IHS. Actually, the distinction between soft sedi-
ments and deep layers only relies on the larger variation intervals of
the relevant parameters (thickness, Vs, Poisson’s ratios) that dur-
ing the inversion have been attributed to the deep layers. Since
features of these layers are poorly resolved by the inversion of
available data, they will not be considered in the interpretation of
results.

During the inversion, an initial population of 50 individuals has
been randomly generated from the search hyper-volume of V S , H
and Poisson’s ratios. Then, a series of genetic operations (selection,
uniform crossover, mutation, dynamic mutation and elite selection)
have been applied in order to generate a new population with the
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same size. This population has been reproduced based on the cost
function values (1).

The crossover probability has been set to 0.8, while the mutation
probability has been initially set to 0.02, however, this value is dy-
namically varied during the inversion. Iterations are terminated after
the 100th generation, as we have found that no further significant
reduction of the misfit is observed. Therefore, this inversion scheme
involved the analysis of 5000 models. The procedure was repeated
three times by varying the seed of the random number generator
responsible for the generation of the trial populations. At the end
of the inversion procedure, the optimal model (i.e. corresponding
to the minimal cost function value) is selected. The efficiency of
this strategy in generating models near to the global optimal so-
lution has been demonstrated in previous numerical tests (Parolai
et al. 2005).

The second step: LIN inversion scheme

Following Arai & Tokimatsu (2005), the second inversion step has
been performed using a combination of the SVD method (Golub &
Reinsch 1970; Press et al. 1992) with the modified Marquardt’s tech-
nique (Marquardt 1963; Fletcher 1971). This LIN inversion strategy
has been considered in order to retrieve the parameters V S and H ,
starting from the initial model provided by the GA procedure. The
cost function (1) is then minimized by an iterative procedure until a
sufficiently small value is found. During the inversion, in agreement
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Figure 3. Results of the joint inversion carried out with GA. (a) Tested S-wave velocity models (dark grey lines), minimum misfit model (black line), models
lying inside the minimum misfit +10 per cent range (light grey lines). Inner inset: Poisson’s ratio from Malagnini et al. (1997) (white dots), for the minimum
misfit model GA (black dots) along with lower and upper limits of the parameters search area (dashed lines). (b) Observed phase velocities (black line) and
relative error bars (black), phase velocities for the minimum cost model (dots) and phase velocities for the models lying inside the minimum misfit +10 per
cent range (grey lines). (c) Observed H/V ratio (black line) and relative error bars (black), theoretical H/V ratios for the minimum cost model (white dots) and
H/V ratios for the models lying inside the minimum misfit +10 per cent range (grey lines). (d) Minimum misfit value (cost function in eq. 1) as a function of
model generation.

with the strategy proposed by Marquardt (1963), different damping
parameters have been tested. In all cases, 50 iterations are used as
the stopping criteria.

I N V E R S I O N R E S U LT S A N D
D I S C U S S I O N

GA inversion

Following the procedure outlined in the previous section, the joint
inversion has been performed with the curves evaluated from the
Casaglia data set. The whole dispersion curve (2.2–9.75 Hz) is con-
sidered in the inversion. Concerning the H/V curve, data relative to
the frequency range 0.5–2.9 Hz has been taken into account, since in
this frequency band the role of Rayleigh wave ellipticity is assumed
to be dominant (Scherbaum et al. 2003).

The wide range of variations for the mechanical parameters of
the soft sedimentary layers can be properly appreciated by looking
at the tested models presented in Fig. 3(a). In particular, the S-wave
velocity in the layer that determines the magnitude of the IC at the
bottom of the sedimentary layers has been varied in the range 300–
2000 m s−1, while the total thickness of the soft sedimentary cover
is allowed to vary between 100 and 200 m. The minimum misfit
model of Fig. 3(a) indicates that the local S-wave velocities are quite
low (<500 m s−1) until about 110 m depth, below which a sharp
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increase of velocity is observed. The comparison between the best-
fit and the minimum misfit +10 per cent models allows us to judge
the confidence level of the results. Until about 110 m, the S-wave
velocity structure is very well constrained and all models selected
are close to each other. On the contrary, for the deeper part of the
model, the uncertainty level associated with V S increases, mainly
because the results of inversion are constrained by the H/V values
only. However, in spite of this uncertainty, the H/V curve provides
a reliable estimate about the IC magnitude at the interface between
the soft sedimentary layer and the deep ground structure. Finally,
Fig. (3a, inner inset) shows that the Poisson’s ratios of the minimum
misfit model are also in good agreement with those estimated by
Malagnini et al. (1997) from cross-hole measurements.

Figs 3(b) and (c) compare the experimental and theoretical curves
relative to the best-fitting model and the models inside the minimum
cost +10 per cent range. It can be observed that both the experi-
mental dispersion and H/V curves are fairly well retrieved, even if
locally they are slightly over/under estimated (e.g. the H/V at about
2 Hz and the dispersion curve under about 3 Hz.) This suggests that
the GA provides a best-fitting model that is near the global mini-
mum solution. This is also indicated by the decreasing trend of the
minimum misfit relative to each population as a function of gener-
ation number (Fig. 3d). It is evident that the misfit value decreases
rapidly in the first part of the process, and then quite slowly in the
following iteration. The slow improvement in misfit with increasing
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Figure 4. Main features of the best-fitting model provided by GA. (a), (b)
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and horizontal, H, components. (d) H/V curves.

number of generations suggests the convergence towards the global
minimum (Yamanaka & Ishida 1996). Therefore, in spite of GA not
being able to single out the model that best reproduces the data set
at hand, still it allows a wide portion of the parameter space to be
explored and the identification of the hypervolume where the global
minimum lies.

Fig. 4 depicts the theoretical medium response functions, Am( f ),
the theoretical spectra and the H/V curves computed for the GA
best-fitting model without and including the two deep layers, re-
spectively. For all the models inside the minimum misfit +10 per
cent range, the first of these deep layers has a thickness varying in
the range of 300–600 m, while the S-wave velocity is close to the
velocity of the layer that determines the main IC at the bottom of
the sedimentary cover. From Fig. 4(b), it is clear that, when the deep
layers are present, higher modes extend their influence up to 0.5
Hz. Moreover, without the presence of higher modes the relevant
vertical component spectrum exhibits a pronounced hole around the
fundamental resonant frequency (Fig. 4c), which results in unreal-
istic H/V peaks (Fig. 4d).

LIN inversion

The best-fitting model obtained by GA has been used as the initial
guess for the inversion performed using LIN methods. However,
since the original LIN scheme (Arai & Tokimatsu 2005) is devoted
to the identification of V S and H only, the relevant Poisson’s ratio
has been fixed a priori on the basis of the GA results.

Fig. 5(d) shows that after only six iteration, the cost function is
reduced by about the 25 per cent. Then, since no further improve-
ment of the cost function has been observed in the next iterations,
the inversion is terminated. The S-wave velocities of the best-fitting
LIN model are similar to the GA model in the upper 100 m (Fig. 5a),
While below this depth, an increase of the S-wave velocities is ob-
tained, along with the deepening of the main IC. However, the LIN
model allows theoretical curves to be obtained that better reproduce
the input data than those from GA (Figs 5b and c). The lower value
of the cost function reached in the LIN inversion with respect to that
provided by GA (Fig. 5d) indicates that, a better global minimum
is found for the data set available. The standard error ratios of the
LIN model (Wiggins 1972; Arai & Tokimatsu 2004) are close to
0.2, indicating that the estimated result is reliable.

Nevertheless, it is interesting to verify the capability of the LIN
inversion to detect the global minimum misfit alone. In order to
perform this test, three models, among those tested by GA (with
a misfit equal to the minimum misfit plus 10, 25 and 50 per cent,
respectively), have been selected and used as initial guess for the
LIN inversion. Fig. 6 shows the results of this analysis. When the
input model is close to the optimal model (i.e. minimum misfit
+10 per cent), LIN is still able to identify the global minimum,
with only a little discrepancy concerning the soft sediments total
thickness (Fig. 6a). However, when the input model is more dis-
tant from the optimal solution (i.e. minimum misfit +25 per cent
and, especially, +50 per cent), LIN is still able to reduce the mis-
fit, but it is not able to identify the global minimum of the cost
function.

Comparison with other geophysical data

Fig. 7(a) shows the very good agreement between results obtained
from the joint inversion of dispersion and H/V curves from noise
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data and those provided by Malagnini et al. (1997). However, for
the deeper portion of the soft sedimentary cover, our models tend
towards higher velocity values due to the information provided by
the two H/V peaks concerning the main ICs. Although the model
space explored is very large (Fig. 3a), the thickness of the soft sedi-
mentary cover provided by the GA and LIN joint inversions (Fig. 7a)
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is in good agreement with that provided by drilling (130 m) (Cocco
et al. 2001).

Finally, as suggested by Boore & Brown (1998) and Ohrnberger
et al. (2004), the comparison of our results with those obtained by
other authors has also been performed in terms of local transfer
functions. Theoretical transfer functions have been evaluated using
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Figure 7. Comparison between joint inversion results of this study and avail-
able geophysical and geological information (from Cocco et al. 2001). (a)
S-wave velocity models. (b) Experimental and theoretical local transfer func-
tions.

the EERA code (Bardet et al. 2000) for the final LIN model, the
best-fitting GA model and those GA models inside the minimum
misfit +10 per cent range. These computations have been performed
adopting the values of the quality factor Q proposed for the study
area by Malagnini et al. (1997). These theoretical local transfer
functions have been compared with those directly measured from
recordings of local earthquakes by Cocco et al. (2001). Fig. 7(b)
shows that the models obtained by the joint inversion analysis of
seismic noise can reproduce satisfactorily the general trend of the
experimental local transfer function in the frequency range of engi-
neering interest (0.1–10 Hz), especially with regards to the location
of both fundamental and higher resonance frequencies.

C O N C L U S I O N

A two-step inversion strategy has been proposed for estimating S-
wave velocity profiles. In particular, GA and LIN algorithms have
been applied for the joint inversion of dispersion and H/V curves de-

duced from seismic noise measurements. The reliability of the inver-
sion results has been assessed by considering the well-constrained
geophysical and geological information available at a test site lo-
cated in Northern Italy.

In the first step of the analysis, the use of GA allows the perform-
ing of a non-linear inversion analysis that does not depend upon an
explicit starting model. This is the most straightforward property of
GA, considering that site-effect investigations are often required in
regions where there is little or no knowledge about the subsurface
available. The best-fitting model of GA is then used as the starting
model for the LIN inversion that has been able to drive the inversion
to the global optimal minimum of the cost function. This results in
a model that satisfactorily reproduces, within relevant errors, all the
experimental data. It has been shown that, on the other hand, if the
starting model is too far from the global minimum area, LIN can
be trapped in some local minima and an incorrect S-wave velocity
profile is retrieved.

Using the best-fitting GA and LIN models, it has been shown
that the relevant local transfer function can be reasonably well de-
termined (i.e. the location of fundamental and higher frequencies
is fairly well retrieved). Moreover, even if the minimum misfit GA
model does not coincide with the optimal absolute minimum of the
cost function, the relevant transfer function estimate that result is
unbiased. Thus, if the site response function is only of concern, GA
represents a self-consistent tool for seismic microzonation studies.

Our results also indicate that the joint inversion of Rayleigh wave
dispersion and H/V spectral ratio curves could also provide a first-
order estimate of the Poisson’s ratio. Furthermore, it has also been
shown that, when a relatively low impedance contrast exists at the
bottom of the soft sedimentary layer, a proper forward modelling
of H/V curves requires at least some information about the deep
ground structure.

It is worth noting that the experimental H/V curve, despite the
fact that it is an essential piece of information for retrieving the
structural characteristics of the local subsoil, does not correspond
to the local transfer function deduced from experimental data and
theoretical computations. This implies that results from the use of
H/V to evaluate the amplification of earthquake ground shaking
(especially for the higher modes) must be considered with caution.
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A P P E N D I X A : D E E P G RO U N D
S T RU C T U R E A N D H/V S P E C T R A L
R AT I O M O D E L L I N G

To demonstrate the importance of including deeper structure in H/V
ratio modelling during the inversion analysis, a model (hereafter
original model) that consists of six layers has been used. Layer
thicknesses are: 20, 20, 30, 200, 300 and 400 m, respectively. The
corresponding S-wave velocities are: 200, 300, 400, 800, 900 and
1200 m s−1, respectively. The Poisson’s ratio and density were fixed
as 0.48, 0.45, 0.4, 0.35, 0.3 and 0.3 and 1700, 1700, 1800, 2200,
2300 and 2300 kg m−3, respectively. The velocity of the infinite
half-space (hereafter IHS) was fixed to 1300 m s−1, the Poisson’s
ratio to 0.28, and the density 2400 kg m−3. In order to obtain a data
set consistent with the one from the test site at the Casaglia Vil-
lage, the Rayleigh wave phase velocities and the H/V ratio were
computed for the frequency band 2–10 and 0.2–10 Hz, respec-
tively. This information was used as input in the inversion pro-
cess. While the use of the same forward modelling algorithm for
generating the data and performing the inversion does not allow
an independent evaluation of the final model quality, in any case,
the aim of this test is simply to highlight the drawbacks related
to the use of an improper forward modelling of the H/V curve.
The joint inversion analysis of dispersion and H/V curves was car-
ried out by GA. However, in order to reduce the number of free
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Figure A1. Joint inversion with GA. (a) S-wave velocity models. (b) Rayleigh wave dispersion curves. (c) H/V spectral ratio curves. (d) Minimum misfit value
(cost function eq. 1) as a function of generation.
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Figure A2. Joint inversion with GA. (a) S-wave velocity models. Inner inset: view of results at enlarged scale (b) Rayleigh wave dispersion curves. (c) H/V
spectral ratio curves. (d) Minimum misfit value (cost function eq. 1) as a function of generation.

parameters, only S-wave velocities and thicknesses were considered
as free parameters.

Fig. A1 shows the results of the joint inversion performed us-
ing the same number of layers as the original model. This choice

allows the inclusion of higher modes until the lowest frequency
of interest. Therefore, the velocity structure and, especially, the
main IC at the base of the soft sedimentary cover (responsible
for the H/V peak) are fairly well retrieved (Fig. A1a). This is
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shown also by the satisfactorily fit of the dispersion and the H/V
curves (Figs A1b and c), and by the minimum misfit reached
at the last generation. Moreover, it is worth noting that even if
the deep layers are not well resolved, they provide an estimate
of the S-wave velocity trend in the deeper portion of the min-
imum misfit model that is in good agreement with the original
model.

Fig. A2 shows the results of the joint inversion performed using
tested models with only four layers (i.e. three sedimentary layers
overlying an infinite half-space). Since in this case the higher modes
cannot exist under the fundamental frequency, it is not possible for
the GA (as well as for any other inversion algorithm) to retrieve a
reliable final model (Fig. A2a). In fact, even if the S-wave velocity of
the sedimentary layers is well estimated (Fig. A2a, inner inset), the
total thickness of the model and the S-wave velocity of the IHS are
poorly retrieved. The absence of higher modes determines a pecu-
liar contrast in the reproduction of the dispersion and H/V data sets
(Figs A2b and c). In fact, at low frequencies, the dispersion curve
could be fitted only by models with higher velocities in the IHS.
On the contrary, those IHS higher velocities are not tolerated by the
relative theoretical H/V curves, which around and below the funda-
mental frequency are computed using the fundamental mode only.
Finally, the poor quality of the final result is indicated also by trend of
the minimum misfit values vs. the generation number, which shows
the tendency to assume constant values during the inversion process
(Fig. A2d).

a) b)
c)

d)

-120

-110

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

0 500 1000 1500

S-wave velocity [m s−1]

D
ep

th
[m

]

tested
models
original
model
min.misfit
model

-80

-70

-60

-50

-40

-30

-20

-10

0

0.00 0.10 0.20 0.30 0.40 0.50 0.60

Poisson's ratio

D
ep

th
[m

]

original
model

minimum
misfit
model

parameter
search
bounds

0

50

100

150

200

250

300

0 1 2 3 4 5 6 7 8 9 10

Freq. [Hz]

P
h

as
e

V
el

.[
m

 s
−1

]

original model

minimum misfit model

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

0.1 1 10

Freq. [Hz]

H
/V

original model

minimum misfit
model

Figure B1. Joint inversion with GA, with Poisson’s ratio fixed to 0.48. (a) S-wave velocity models. (b) Poisson’s ratio of each layer. (c) Rayleigh wave dispersion
curves. (d) H/V spectral ratio curves.

A P P E N D I X B : E S T I M AT I O N O F
P O I S S O N ’ S R AT I O B Y J O I N T
I N V E R S I O N O F D I S P E R S I O N A N D H /V
S P E C T R A L R AT I O C U RV E

The joint inversion of dispersion and H/V curves can provide an
estimate of the Poisson’s ratios that is fairly well retrieved. To show
this, similarly to the previous section, we used a reference model
with the characteristics of the sedimentary cover (S-wave velocity,
thickness and density) fixed, and only Poisson’s ratios being allowed
to vary. The model (hereafter original model) consists of four layers
with densities of 1700, 1700, 1800 and 2200 kg m−3, thicknesses of
20, 20, 30 and 800 m, and S-wave velocities of 110, 250, 500 and
800 m s−1. In the first test, the Poisson’s ratio was fixed to 0.48 for
all layers, while in the second it was fixed to 0.35. In both cases, the
Rayleigh wave phase velocities and the H/V ratio were computed
for the frequency band 2–10 and 0.2–10 Hz, respectively, and used
as input for the inversion stage. As expected, the computed curves
(Figs B1c, d and B2c, d) clearly indicate that both the dispersion
curve and the H/V peak are influenced by Poisson’s ratio variations.
Then, the joint inversion analyses were carried out by GA on both
data sets, allowing the model parameters, S-wave velocity, thickness
and Poisson’s ratio of each layer, to vary over a wide range.

Figs B1 and B2 show that in both cases all characteristics of the
model are fairly well retrieved and a good fit with the dispersion and
H/V curves is obtained.
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Figure B2. Joint inversion with GA, with Poisson’s ratio fixed to 0.35. (a) S-wave velocity models. (b) Poisson’s ratio of each layer. (c) Rayleigh wave dispersion
curves. (d) H/V spectral ratio curves.
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