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Supplemental Material

As part of the community stress-drop validation study, we evaluate the uncertainties of
seismic moment M0 and corner frequency fc for earthquakes of the 2019 Ridgecrest
sequence. Source spectra were obtained in the companion article by applying the spec-
tral decomposition approach with alternative processing and model assumptions. The
objective of the present study is twofold: first, to quantify the impact of different
assumptions on the source parameters; and second, to use the distribution of values
obtainedwith different assumptions to estimate an epistemic contribution to the uncer-
tainties. Regarding the first objective, we find that the choice of the attenuation model
has a strong impact on fc results: by introducing a depth-dependent attenuation model,
fc estimates of events shallower than 6 km increase of about 10%. Also, the duration of
the window used to compute the Fourier spectra show an impact on f c : the average
ratio between the estimates for 20 s duration to those for 5 s decreases from 1.1
forMw < 3 to 0.66 forMw > 4:5. For the second objective, we use a mixed-effect regres-
sion to partition the intraevent variability into duration, propagation, and site contri-
butions. The standard deviation ϕ of the intraevent residuals for log �fc� is 0.0635,
corresponding to a corner frequency ratio 102ϕ � 1:33. When the intraevent variability
is compared to uncertainties on log �f c�, we observe that 2ϕ is generally larger than the
95% confidence interval of log �f c�, suggesting that the uncertainty of the source
parameters provided by the fitting procedure might underestimate the model-related
(epistemic) uncertainty. Finally, although we observe an increase of log �Δσ� with
log �M0� regardless of the model assumptions, the increase of Δσ with depth depends
on the assumptions, and no significant trends are detected when depth-dependent
attenuation and velocity values are considered.

Introduction
Source parameters, such as seismic moment and corner fre-
quency, are generally computed from far-field measurements
after making corrections for propagation and site effects.
Because of the nonuniqueness of the decomposition into
source, propagation, and site effects, the applied processing
and model assumptions make it difficult to compare the results
provided by different studies (Shearer et al., 2019;
Abercrombie, 2021; Pennington et al., 2021). In addition,
the availability of information only over a limited bandwidth
and the strong near-surface attenuation effects limit our ability
to retrieve the source parameters, in particular for small mag-
nitude events (e.g., Bindi et al., 2020; Chen and Abercrombie,
2020). In the companion article (see Data and Resources), we
analyzed seismic recordings of the 2019 Ridgecrest sequence
distributed as part of the community stress-drop validation

study (Baltay et al., 2021). We applied a spectral decomposition
approach (Andrews, 1986) to produce a data set of source spec-
tra in which, for each event, multiple solutions associated with
different model assumptions are available. In this study, we
compare the different solutions arranged in a logic-tree struc-
ture with the aim of capturing the systematic effects of the
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different processing and model assumptions. Through a ran-
dom-effect analysis, we also quantify the intraevent variability
that we compare with the confidence intervals (CIs) estimated
for the source parameters. Even in the limited number of cases
analyzed, we find that for most events the variability between
the different branches of the logic tree is larger than the uncer-
tainty provided as CIs of the source parameter estimates. This
result implies that the precision of source parameters estimated
without considering the epistemic component could lead to an
overstimation of the accuracy of the source parameters. In
addition, considering the entire population of earthquakes ana-
lyzed (about 500 events), we use Sammon maps (Sammon,
1969) to reduce the dimension of the vector measuring the
similarity between the source spectra predicted by the models
associated with the different branches of the logic tree. Analysis
of Sammon’s maps allows us to visualize the systematic
impacts that the different assumptions considered have on
source spectra predicted using the computed source
parameters.

Logic Tree
In the companion article (see Data and Resources), hereinafter
referred to as part I, we described the generalized inversion
technique (GIT) decomposition applied to the Ridgecrest
benchmark data set. Through the GIT decomposition, a single
nonparametric source spectrum was obtained for each earth-
quake. Because data processing is described in part I, here we
only recall that we considered 556 earthquakes recorded at 67
sites (corresponding to 94 stations if co-located sensors are
counted separately). We analyzed both accelerometric (i.e.,
HN and HL) and velocimetric (i.e., HH and EH) channels with
a sampling rate above 80 Hz, and Fourier amplitude spectra
(FAS) computed for the two horizontal components were vec-
torially summed. In part I, we considered alternative choices
for processing and model components: three different dura-
tions for FAS calculation, that is, 5 s, 20 s, and a variable dura-
tion between 5 and 20 s depending on the cumulative squared
velocity; two different attenuation models based the first on
hypocentral distance (HYPO model) and the second on epi-
central distance for different depth intervals (EPIH model);
two alternative site reference conditions in which the average
site amplification is constrained to 1 regardless of the fre-
quency (AVE amplification constraint), or the average ampli-
fication for a group of stations is constrained to an a
priori selected amplification function (SEL amplification con-
straint). As discussed in part I, because the AVE amplification
constraint shifts to sources an average near-surface attenuation
common to all stations, the nonparametric source spectra
obtained from AVE are fitted with a modified Brune model.
The modification consists of multiplying the standard Brune
spectrum with an exponential term (see equation 7 in part I)
controlled by the parameter ks. Therefore, a difference between
the final results of the AVE and SEL branches is also given

by a different tradeoff structure between the source
parameters.

In this work, the alternative choices are organized in a logic-
tree structure (Fig. 1), and the GIT inversion performed for all
branches formed by the combination of all choices (12
branches in total) are compared. The results in terms of source
parameters are shown in Figures 2–4. Each figure shows the
results for the seismic moment in Figures 2a,b, 3a,b, and 4a,b
and for corner frequency in Figures 2c,d, 3c,d, and 4c,d;
Figures 2a,c, 3a,c, and 4a,c show one-to-one comparisons for
the alternative choices, and in Figures 2b,d, 3b,d, and 4b,d, the
results are shown in terms of ratios with respect to a particular
choice used as a reference.

Figure 2 compares the results obtained for two duration
windows, that is, 5 and 20 s, considering the branches for
EPIH attenuation and SEL site constraint. Seismic moments
show small deviations (not exceeding 5%) with the tendency
for longer duration to produce higher seismic moments
for magnitudes above 4.5. More pronounced differences are

Figure 1. Logic-tree structure of alternative model assumptions
applied to generalized inversion technique (GIT). The first level of
branching relates to the window duration used for Fourier
amplitude spectra (FAS) calculation (5 s, 20 s, and variable
length); the second level of branching relates to the attenuation
model (the hypocentral distance-based model and the depth-
dependent models for epicentral distance are denoted with
HYPO and EPIH, respectively); the third level of branching relates
to the applied reference site constraint (i.e., constrained average
of all stations and constrained average of a group of stations are
indicated with average site amplification [AVE] and selected
amplification function [SEL], respectively) along with the corre-
sponding source model (Brune model and modified Brune model
that takes into account the high-frequency decay of the accel-
eration spectrum as quantified by the ks parameter). For details of
the implemented decisions and models, see the companion
article (Data and Resources). The color version of this figure is
available only in the electronic edition.
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observed for corner frequencies. Figure 2d shows that a sys-
tematic trend for the ratio between the f c estimates for 20 s
and 5 s duration develops with magnitude. For magnitudes
smaller than 3, the 20 s duration produces f c on average

10% larger than the 5 s dura-
tion. Then, the average ratio
decreases with increasing mag-
nitude and for magnitude
above 4.5, the average ratio is
0.64. When the variable dura-
tion is considered (see Fig. S1,
available in the supplemental
material to this article), the
estimated f c values for magni-
tudes smaller than about 4 are
consistent with those obtained
considering 5 s; for larger mag-
nitudes, an average reduction
of about 10% is observed. We
interpret this feature as a con-
sequence of the limited resolu-
tion at low frequencies for
spectra computed considering
a duration of 5 s. Similar con-
clusions are drawn by consid-
ering other branches.

Figure 3 compares the
results obtained for the two
attenuation models, consider-
ing the branches for the 20 s
windows and the SEL site con-
straint (similar results are
obtained considering the other
durations). Figure 3a,c shows
that the results are consistent
and, as expected from the role
played by hypocentral depth in
the two attenuation models,
the differences are controlled
by depth (used to fill in the
symbols). The systematic
dependency on depth is
observed for both seismic
moment and corner frequency,
but stronger for the latter.
Differences in the logarithm
of seismic moments are sys-
tematic with depth (Fig. 3b),
but within 2%; for the corner
frequencies (Fig. 3d), EPIH
model produces higher corner
frequencies, particularly for
depths shallower than 6 km,

for which the average ratio is 1.1. For depths deeper than
6 km, the average ratio is 1.02. We ascribe this feature to a
relative underestimation of the HYPO attenuation for shallow
events with respect to EPIH.

Figure 2. (a,b) Seismic moment M0 and (c,d) corner frequency f c obtained considering 5 and 20 s
duration windows, EPIH attenuation model, and SEL site amplification constraint. The ratios in
panels (b) and (d) are computed as values obtained for 20 s divided by values obtained for 5 s. The
color version of this figure is available only in the electronic edition.

Figure 3. (a,b) Seismic moment M0 and (c,d) corner frequency f c obtained considering EPIH and
HYPO attenuation models, 20 s duration windows, and SEL site amplification constraint. The ratios
in panels (b) and (d) are computed as values obtained for EPIH divided by values obtained for HYPO.
The color version of this figure is available only in the electronic edition.
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Figure 4 compares the
results obtained for the AVE
and SEL site constraints, con-
sidering the branches for the
20 s window and the EPIH
attenuation model (similar
results are obtained considering
the other durations). The alter-
native but reasonable choices
produce consistent one-to-one
scaling (Fig. 4a,c) but with
differences controlled by spe-
cific parameters. For the case
in Figure 4, the source param-
eter ratios scale with ks and,
similarly to the previous cases,
the scaling is stronger for the
corner frequency. Figure 4d
shows that strong near-source
attenuation (i.e., high-fre-
quency slopes significantly
larger than 2) corresponds to
a corner frequency ratio less
than 0.8. We interpret this fea-
ture as due to the inverse corre-
lation existing between the corner frequency and ks, as
quantified by the covariance matrix (here not shown).

Model-Related Uncertainties
We quantify the systematic (i.e., repeated) effects on source
parameters generated by the assumptions on duration, attenu-
ation, and site constraints described in the Logic Tree section.
In the following, we focus on the corner frequency f c that has
been shown to be more affected than the seismic moment. Our
approach is to consider duration, attenuation, and site con-
straint as grouping factors and to partition the overall distri-
bution of residuals into different components using a mixed
effects regression (Atik et al., 2010; Stafford, 2014; Bates
et al., 2015). The regression model is the following:

log�f c� � e1 � ηevent � ηduration � ηpropagation � ηsite � ϵ , �1�

in which log�f c� is including the corner frequencies of all
events as estimated by the different branches of the logic tree;
e1 is the intercept (or offset) of the model (representing the
median corner frequency over the population); ηevent is the
interevent residual distribution (i.e., event-specific adjustments
to e1); ηduration, ηpropagation, and ηsite denote the crossed random
intercepts for the grouping levels duration, propagation, and
site, respectively. Finally, ϵ is the leftover residual distribution.
All together, ηduration, ηpropagation, ηsite, and ϵ describe the intra-
event residuals (i.e., variability of log�f c� within the set of
results for any given earthquake). The random effects

ηduration, ηpropagation, and ηsite are zero-mean normal distribu-
tions with standard deviations ϕduration, ϕpropagation, and ϕsite,
respectively. In the following, we consider the following
standard deviations (Atik et al., 2010):

ϕdps �
���������������������������������������������������������
ϕ2duration � ϕ2propagation � ϕ2site

q
, �2a�

ϕ �
��������������������
ϕ2dps � ϕ20

q
, �2b�

in which ϕ0 is the standard deviation of the normal distribu-
tion ϵ .

Figure 5 shows the random intercepts of the three groups
together with their errors. The random effects are positive for
AVE and EPIH models in the site and propagation grouping
levels, respectively, in agreement with the evidences shown by
Figures 3 and 4. Regarding the duration grouping level, the
random effect for 20 s is positive and larger than for 5 s.
Looking at Figure 2, although events with f c less than 3 Hz
show a f c for 20 s smaller than for 5 s, for most events with
f c greater than 3 Hz, a duration of 5 s yields slightly smaller f c
(the mean value of the ratio f 20 s

c =f 5 s
c is about 0.2), in agree-

ment with the random effect relative values.
Considering the 20 s window duration, EPIH attenuation,

and SEL site constraint, the standard deviations ϕduration,
ϕpropagation, and ϕsite for log�f c� are 0.01531, 0.03410, and

Figure 4. (a,b) Seismic moment M0 and (c,d) corner frequency f c obtained considering SEL and AVE
site amplification constraints, EPIH attenuation model, and 20 s window duration. The ratios in panels
(b) and (d) are computed as SEL results over AVE. The symbols are filled according to the ks values
associated with AVE results. The color version of this figure is available only in the electronic edition.
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0.03708, respectively, whereas ϕ0 is 0.0337. Thus, the largest con-
tributions to the variability of residuals are made by the alterna-
tive choices for the attenuation model and for constraining the

sites. The overall intraevent
standard deviation is
ϕ � 0:0625; excluding the left-
over residuals, the intraevent
standard deviation becomes
ϕdps � 0:0526. In Figure 6a,
the extension of the 95% CIs
of log�f c� is shown against the
correlation between log�M0�
and log�f c�. If we consider ϕ as
an estimate of epistemic uncer-
tainty, Figure 6 shows that the
extent of the 95% CIs is smaller
than 2ϕ for most of the consid-
ered earthquakes, particularly
for Mw < 4.

Figure 6b exemplifies the
comparison between log�f c� as
estimated by the 12 branches
of the logic tree (Fig. 1), the
width of the 95% CI for a spe-
cific branch (i.e., 20 s window
duration, EPIH and SEL), and
a normal distribution centered
on the event-adjusted intercept
(i.e., combination of e1 and
ηevent in equation 1) and
with standard deviation equal
to ϕ. For event 1 (magnitude
2.7), log�f c� for the selected
branch is within the range
defined by the 12 branches,
but the width of the 95% CI
is much narrower than ϕ: for
event 1, the estimated uncer-
tainty of log�f c� underestimates
the model uncertainty. Also for
event 2 (magnitude 3.3), log�f c�
is close to the mean over the 12
branches, but for this event the
width of the 95% CI is compa-
rable with 2ϕ. Event 3 (magni-
tude 4.2) represents the case
when the width of the 95% CI
is comparable with 2ϕ, but
the estimated log�f c� lies in
the tail of the distribution of
values for all branches.

The random intercepts
shown in Figure 5 quantify

the contribution of different model assumptions to the vari-
ability of source parameters. To visualize the impact that alter-
native assumptions have on the Fourier spectra, we prepare

Figure 5. Random intercepts for the duration (ηduration), propagation (ηpropagation), and site constraint
(ηsite) group factors (see equation 1). Random effects A, S, H, E, 20, 5, and v correspond to: AVE
and SEL choices for the site group; HYPO and EPIH for the propagation group; 20 s, 5 s, and
variable duration for the duration group. The color version of this figure is available only in the
electronic edition.

Figure 6. (a) 95% confidence intervals for log�f c� computed considering 20 s duration, EPIH
attenuation, and SEL site constraint. Correlation between source parameters is computed from the
covariance matrix. Horizontal lines correspond to two times the intraevent standard deviations ϕ
and ϕdps (see equations 2a and 2b). (b) log�f c� obtained for three events. The circles indicate values
obtained for the 12 branches of Figure 1; the filled circle indicates results for 20 s window duration,
EPIH attenuation model, and SEL site constraint; the vertical bars close to the filled circle indicate
95% confidence interval for log�f c�. Gaussian distributions represent the intraevent residuals
centered on the event-corrected intercept and standard deviation ϕ. The color version of this figure
is available only in the electronic edition.
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Sammon maps (Sammon, 1969; Scherbaum et al., 2010; Fig. 7).
The multidimensional vector used as input for the Sammon
map is computed by predicting the source spectra using the
seismic moments and corner frequencies of 462 earthquakes
common to all 12 branches of the logic tree. Spectral ampli-
tudes are computed at 0.2, 1.0, 5.0, and 15 Hz using the source
model adopted by each branch. To provide a reference point in
Sammon’s map, spectral amplitudes are also computed for the
mean of the corner frequency and of the logarithm of the seis-
mic moment, shown as Mix in Figure 7 (black dot).

In addition, because the X and Y axes defining the Sammon
maps have no special significance, artificial models are con-
structed to facilitate interpretations (Bindi et al., 2017). The
artificial models denoted with M+ and M++ are obtained using
the mean corner frequencies and adding 0.1 and 0.2 units to
the mean LogM0, respectively. Similarly, M− and M−−models
are constructed subtracting 0.1 and 0.2 units from the mean
LogM0, respectively. Artificial models f + and f + + are
constructed using the mean LogM0 and multiplying the mean
corner frequencies by 1.2 and 1.4, respectively. Finally, the

artificial models DptM0� and DptM0− are constructed by
considering the mean corner frequencies and adding, or sub-
tracting, the term 0:03Δh to the mean LogM0, in which Δh is
the difference between the depth of each event and the mean
depth of the population. Models Dptf c� and Dptf c− are con-
structed similarly, but considering the mean LogM0 and per-
turbing the mean f c of each event. Finally, the Sammon maps

Figure 7. Sammon’s maps showing the proximity of the Fourier
spectral amplitudes computed for four frequencies (i.e., 0.2, 1.0,
5.0, and 25 Hz) considering the source parameters related to the
12 branches of the logic tree shown in Figure 1. Each model is
identified by a label consisting of: attenuation model (E for EPIH
and H for HYPO), duration (5, 20, v refer to 5 s, 20 s, and variable
duration, respectively), site constraint (A stands for AVE and S for
SEL). The triangles indicate synthetic models added as reference;
Mix (in the center of the map) indicates the synthetic model that
has the logarithm of the seismic moment and corner frequency
equal to the average values computed over all 12 models. The
color version of this figure is available only in the electronic edition.
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are translated and rotated to center the origin of the coordinate
system on the Mix model and to locate M++ along the positive
x axis (Fig. 7). A reflection with respect to the x axis is also
applied to orient the positive y axis direction toward DptM0�.
These transformations do not change the interpoint distances
but facilitate the comparison of different maps.

The interpoint distances in Figure 7 are a measure of the
closeness of the source spectral amplitudes predicted by the
models associated with each branch of the logic tree. The most
striking feature, which is persistent across all frequencies, is the
separation between models using HYPO attenuation model
from those using EPIH. At 0.2 Hz, the spectral amplitudes
are controlled by the seismic moment, and differences on
the corner frequencies do not play a role. Therefore, the

fc+ and fc++ models are almost coincident with Mix.
However, the different models do not spread along the M++
direction but in the DptM0� and DptM0− directions. This
is consistent with the fact that the treatment of depth depend-
encies is the main difference between HYPO and EPIH models.
At 1.0 Hz, variability affecting f c begins to play a role that
becomes stronger at 5 Hz, in which the DptM0� and
Dptf c� models are closely located and both identify the direc-
tion along which the different models spread (the same is also
true for DptM0− and Dpf c−). At low frequencies (i.e., 0.2 and
1 Hz), models within the HYPO and EPIH groups tend to clus-
ter according to window duration, whereas for high frequencies
(i.e., 5 and 15 Hz), they cluster according to the site constraints.

Stress Drop
The stress-drop values are computed from seismic moment M0

and source radius r as follows (Eshelby, 1957; Keilis-Borok,
1959):

Δσ � 7
16

M0

r3
: �3�

Assuming a circular crack model with uniform stress drop,
the source radius can be computed from the corner frequency
(Brune, 1970; Madariaga, 1976):

r � kβ
f c

, �4�

in which k = 0.37 (Brune, 1970, 1971). Regarding the shear-
wave velocity β, following Bindi et al. (2021) we tested three
different choices: a constant value β � 3200 m=s; velocities β
extracted from a 1D regional velocity model (R. Graves, per-
sonal comm.) using linear interpolation; velocities β extracted
from a regional 3D velocity model (White et al., 2021) using
bilinear interpolation (see Fig. S2).

The uncertainty on Δσ is computed by propagating the
errors from logM0 and f c. Differently from previous studies
(Fletcher et al., 1984; Prieto et al., 2007; Cotton et al., 2013),
we also consider the contribution from the correlation δf c , logM0

between logM0 and f c as provided by the covariance matrix of
the fit. In fact, Figure 6a shows that the negative correlation
between the source parameters varies between −1 and −0.6.
Considering a first-order Taylor approximation, the error
propagated to Δσ is (Bindi et al., 2018):

δΔσ�Δσ

����������������������������������������������������������������������������������������������9
�
δf c
f c

�
2
��ln�10��2δ2logM0

�6ln�10�
f c

δf c ,logM0

����
s

: �5�

Finally, we apply a random-effect regression (Bates et al.,
2015) to a linear model describing the dependency of logΔσ on
logM0, considering depth-dependent random intercepts, that is

logΔσ � b1 � α log�M0� � ΓDk
� ε, �6�

Figure 8. Scaling of stress drop with seismic moment considering
the (a) HYPO and (b) EPIH attenuation models, 20 s window
duration, and SEL site constraint. The lines show the slopes
obtained for different depth intervals, considering random inter-
cepts for the depth grouping factors (see equation 6). The color
version of this figure is available only in the electronic edition.
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in which the random effects ΓDk
on the intercept b1 are grouped

by depth intervals considering four classes k = 1,...,4 that corre-
spond to: <3, 3−6, 6−9, >9 km. Attempts considering also
random slopes did not indicate any significant role of depth on
determining α.

The average stress drop increases with event size for both the
EPIH and HYPO attenuation models as shown in Figure 8. The
slope α for the HYPO and EPIH models is 0.131 ± 0.015 and
0.153 ± 0.015, respectively. Δσ varies over two orders of magni-
tude between 0.1 and 10 MPa with most of the values within the
0.3–3 MPa range. The random intercepts for HYPO show a clear
depth dependence, with deep events having, on average, higher
stress drops than shallow events, whereas for EPIH, the random
intercepts do not scale with depth. Therefore, EPIH is absorbing
depth-dependent effects, which are transferred to the source

when HYPO is considered.
Differences inΔσ obtained con-
sidering EPIH and HYPO are
shown in Figure S2B,C : for
the deepest events, the ratio is
lower than 0.5.

The impact of the selected
velocity model on Δσ is shown
in Figure 9 for EPIH. If a con-
stant velocity is used (Fig. 9a),
Δσ shows an increasing trend
from surface to 5 km and for
depths deeper than 9 km.
Because the shear-wave velocity
increases with depth, in particu-
lar in the uppermost 6 km (Fig.
S3), the Δσ trends can be
partially explained by velocity
variations. Indeed, when a 1D
(Fig. 9b) or a 3D (Fig. 9c)
velocity model is considered,
Δσ show no systematic trend
in the depth range analyzed.

Discussion
Determining source parameters
is hampered by tradeoffs involv-
ing source, propagation, and site
terms, and restoring uniqueness
of solution requires assump-
tions that differ from study to
study (Shearer et al., 2019). In
addition, the limited bandwidth
available for analysis reduces the
ability to discriminate source
effects from propagation effects
and it increases the correlation
between source parameters

(Abercrombie, 2021). Several benchmark studies have been per-
formed to evaluate the impact of processing and model assump-
tions on source parameter uncertainties by comparing the results
of different techniques applied to the same data set (e.g., Shearer
et al., 2019; Pennington et al., 2021; Morasca et al., 2022; Shible
et al., 2022). In this work, we focused on one specific approach
called GIT that we applied to the data set compiled for a com-
munity stress-drop validation study (Baltay et al., 2021), consist-
ing of records from the Ridgecrest 2019 sequence. We
investigated two different uncertainties: the precision of the
source parameters (i.e., seismic moment and corner frequency)
obtained from a spectral fit, and the epistemic uncertainties
related to model assumptions. In the companion article (see
Data and Resources), we compared the precision of the source
parameters by considering approaches based on asymptotic

Figure 9. Scaling of stress drop Δσ with hypocentral depth considering 20 s duration, EPIH
attenuation, and SEL site constraints. (a) A constant shear-wave velocity β � 3:2 km=s is used to
compute Δσ; (b) a regional 1D velocity model is considered (R. Graves, personal comm.); (c) a 3D
velocity model is considered (White et al., 2021). In panels (a–d), average Δσ � one standard
deviation values computed for depth intervals 1.5 km thick are shown as vertical bars. (d)Δσ values
of panel (c) are shown with their 95% confidence intervals; the trend line is based on localized
regression. The color version of this figure is available only in the electronic edition.
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errors, on Monte Carlo sampling, and on model comparison.
Because the different approaches generate consistent estimates,
here we consider CIs based on asymptotic standard errors
because they require less computational effort.

The length of the 95% CI of log�f c� (Fig. 6a) shows a large
scatter and, for magnitudes smaller than about 3, they vary
around 0.05. For larger magnitudes, 95% CI shows a tendency
to increase and, for magnitudes above 5, it definitely exceeds
0.1. These values suggest that the precision deteriorates when
the corner frequencies approach the lower end of the available
bandwidth. This is a consequence of the inverse correlation
between LogM0 and f c because the spectral values above the
corner are controlled by the product M0f 2c . When compared
with the intraevent variability ϕ (defined in equation 3),
Figure 6 shows that the precision may underestimate the over-
all uncertainty of the source parameters (e.g., event 1 in Fig. 6b)
because it does not account for a significant epistemic contri-
bution associated with assumptions in data processing (e.g., the
duration of the analyzed windows), in the decomposition (e.g.,
description of the depth dependency of attenuation), and in the
interpretation of the results (e.g., the source models used for
the fit), among others not investigated in this study. It is also
worth noting that although the uncertainty of the results of a
specific branch might be comparable to the spread associated
with multiple branches, the mean value of the branch might be
biased against the population mean (e.g., event 3 in Fig. 6b).
Therefore, the comparison of results obtained by applying dif-
ferent techniques to the same data set, or making different
assumptions for the same technique, can help in assessing
the impact of the model assumptions. We organized the differ-
ent choices in a logic-tree framework (Fig. 1), and we quanti-
fied in terms of random intercepts (Fig. 5) the systematic
contribution to the intraevent variability by alternative choices
operated at the branching levels. Sammon’s maps (Fig. 7) show
that the predicted source spectra cluster according to the
attenuation model used (i.e., HYPO or EPIH) at all frequen-
cies. Within the two attenuation clusters, the source spectra
group, at high frequencies, according to the used site amplifi-
cation constraint. Therefore, not only do different assumptions
generate systematic deviations from the population median
that contribute to intraevent variability, but also they can lead
to different interpretation of the results as shown in Figure 8.
In this figure, the stress drop Δσ is shown against seismic
moment M0. Considering the linear model in equation (7),
log�Δσ� shows a linear increase with log�M0�. The difference
is in the depth dependency of the intercept: when the hypo-
central attenuation model (HYPO) is considered (Fig. 8a),
the intercept scales with the hypocentral depth (i.e., the average
Δσ increases with depth), whereas using the EPIH attenuation
model, average depth dependencies of Δσ are partially absorbed
by the attenuation (Fig. 8b). Although weaker than for the
HYPO attenuation model, the Δσ values obtained considering
the EPIH attenuation model still show depth dependencies

(Fig. 9), in particular between surface and 5 km and for events
deeper than 9 km. Anyway, the strength of the dependency
depends on the shear-wave velocity model considered as shown
in Figure 9, in which theΔσ trends with depth are compared for
three difference choices: the trend developing in particular at
shallow depths is weakened when the increase in velocity with
depth is accounted for through 1D or 3Dmodels. Therefore, the
existence of trends indicating an increase in Δσ with depth
depends on both the attenuation model implemented to per-
form the decomposition and the shear-wave velocity considered
to calculate Δσ. Consequently, whether the observed trend with
depth is apparent and due to model assumptions is difficult to
resolve and still a matter of debate (Abercrombie et al., 2021;
Pennington et al., 2021).

Conclusions
In this work, and in the companion article (see Data and
Resources), we investigated the uncertainties of seismic moment
and corner frequency estimated for earthquakes selected within
the data set compiled for a community stress-drop validation
study (Baltay et al., 2021), consisting of records from the
Ridgecrest 2019 sequence (southern California).

1. The decomposition approach applied to isolate source spec-
tra from propagation and site effects requires a priori
assumptions to restore the uniqueness of the solution; con-
sequently, comparison of the results obtained with alterna-
tive choices (i.e., following a logic-tree approach) can help
identify systematic biases and provide an estimate of the
epistemic uncertainty;

2. among the analyzed processing and model assumptions, the
choice about the propagation model has a strong impact on
the results and their interpretation; in terms of corner frequen-
cies, the attenuation model accounting explicitly for depth
dependencies (EPIH) generates corner frequencies for events
shallower than 6 km on average 10% larger than the model
using the hypocentral distance (HYPO); regarding the dura-
tion of S wave window selected to compute the Fourier spec-
tra, the ratio of f c estimates for a duration of 20 s to those for
5 s decreases with increasingmagnitude, with the average ratio
decreasing from 1.1 for Mw < 3 to 0.66 for Mw > 4:5;

3. treating the processing and model assumptions as random
effects, the standard deviation ϕ of the intraevent residuals
for log�f c� is 0.0635, corresponding to a corner frequency
ratio 102ϕ � 1:33; the extent of the 95% CI of log�f c� is gen-
erally less than 2ϕ, suggesting that the uncertainty provided
for the source parameters might underestimate the model-
related uncertainty (epistemic uncertainty);

4. the 95% CI of log�f c� varies around 0.05 for magnitudes
smaller than 3; for larger events, it increases in accordance
with the increase in the inverse correlation between corner
frequency and seismic moment because of the limited band-
width available; and
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5. the computed stress drop Δσ varies mostly between 0.1 and
10 MPa, and a linear increase in Δσ with log�M0� is
observed regardless of the model assumptions; conversely,
the existence of trends indicating an increase in Δσ with
depth depends on both the attenuation model and the shear
wave velocity considered: no significant trend is detected
when depth-dependent attenuation and velocities are used.

In summary, because high-quality data from a modern
dense network allow source parameters of small and moderate
events to be calculated with small uncertainty (high precision),
an assessment of processing- and model-related uncertainties
becomes important to uncover systematic bias, to provide an
estimate of epistemic uncertainty, and to support the interpre-
tation of the final results.

Data and Resources
This study has been performed within the framework of the commu-
nity stress-drop validation study (Baltay et al., 2021) organized as
Southern California Earthquake Center (SCEC) Technical Activity
Group. Waveforms and metadata is available at https://www.scec
.org/research/stress-drop-validation (last accessed December 2022).
Analyses have been performed in R (R Core Team, 2020) using pack-
ages ggplot2 (Wickham, 2016), lme4 (Bates et al., 2015), scico
(Pedersen and Crameri, 2021), viridis (Garnier et al., 2021), and
MASS (Venables and Ripley, 2002). This study is the second of
two companion studies: the results of the first study (Bindi et al.,
2023b) are available at Bindi et al. (2023a). The supplemental material
includes Figures S1–S3: Figure S1 showing the ratio of the corner
frequencies obtained considering different window duration against
magnitude; Figure S2 shows stress-drop values obtained considering
different window duration and attenuation models; and Figure S3
compares the shear-wave velocities at the hypocentral locations, con-
sidering 1D and 3D regional velocity models.
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