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Introduction

The IMDIS cycle of conferences has the aim of providing an overview of the existing information
systems to serve different users in ocean science. It also shows the progresses on development
of efficient: infrastructures for managing large and diverse data sets, standards, interoperable
information systems, services and tools for education.

The Conference will present different systems for on-line access to data, meta-data and
products, communication standards and adapted technology to ensure platforms
interoperability. Sessions will focus on infrastructures, technologies and services for different
users: environmental authorities, research, schools, universities, etc.

Keywords IMDIS; Marine data; Environmental
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Introduction

SeaDataNet is a major pan-European infrastructure for managing, indexing and providing access
to marine data sets and data products, acquired by European organisations from research cruises
and other observational activities in European coastal marine waters, regional seas and the
global ocean. Founding partners are National Oceanographic Data Centres (NODCs), major
marine research institutes, UNESCO-IOC, and ICES. The SeaDataNet network was initiated in
the nineties and over time its network of data centres and infrastructure has expanded, during
a successive series of dedicated EU RTD EU projects, such as SeaSearch, SeaDataNet,
SeaDataNet 2, and SeaDataClod, and by engaging as core data management infrastructure and
network in leading European initiatives such as the European Marine Observation and Data
network (EMODnet), Copernicus Marine Service (CMS), and the European Open Science Cloud
(EOSC) and closely cooperating with ocean observing communities such as EuroGOOS and
Euro-Argo. These facilitated an ongoing development and evolution of the SeaDataNet technical
infrastructure, standards, tools, and services, while managing and further expanding a large
network of connected data centres and data providers.

SeaDataNet Data Management services

SeaDataNet develops, governs and promotes common standards, vocabularies, software tools,
and services for marine data management, which are freely available from its portal and widely
adopted and used by many communities and projects. The SeaDataNet network of data centres
maintains and publishes a series of European directory services. These give a wealth of data and
information, such as overviews of marine organisations in Europe (EDMO), their engagement
in marine research projects (EDMERP), managing large datasets (EDMED), data acquisition by
research vessels (CSR) and monitoring programmes (EDIOS) for the European seas and global
oceans. A core SeaDataNet service is the Common Data Index (CDI) data discovery and access
service which provides online unified discovery and access to vast resources of data sets,
managed by 115+ connected SeaDataNet data centres from 34 countries around European seas,
both from research and monitoring organisations. Currently, it gives access to more than 2.9
Million data sets, originating from 950+ organisations in Europe, covering physical, geological,
chemical, biological and geophysical data, and acquired in European waters and global oceans.

SeaDataNet CDI Data Discovery and Access Service
The CDI service infrastructure consists of several components. Offline software packages
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(MIKADO, NEMO, OCTOPUS) facilitate manual and machine generation of metadata entries in
SeaDataNet standard profiles, based upon 1SO19115-19139, and converting data sets into
SeaDataNet standard data formats (ODV ASCIl and NetCDF), supported by an ever increasing
set of controlled vocabularies. Moreover, the separate online directories (EDMO, EDMED,
EDMERP, CSR, and EDIOS) are maintained with input from NODCs for activities in their
countries. Together, these contribute to marking up the metadata profiles in a semantically
controlled way. Overall, this results in rich and highly FAIR metadata and data sets, useful for
various applications. Other online CDI service components aim at populating the CDI metadata
and harmonised related data sets into a central online CDI catalogue and a cloud based data
cache. Once imported, validated, and accepted, the CDI metadata and data sets can be
discovered and retrieved by users through an online shopping mechanism with dashboard for
users and data centres for overseeing requests and download transactions.

Figure 1 Coverage of data sets for point and track observations in the SeaDataNet CDI data discovery
and access service.

The FAIRness of the SeaDataNet services is further amplified by running SPARQL endpoints for
machine-to-machine services, using Linked Data principles, and a Swagger API for the CDI
service. Use of common vocabularies in all metadatabases and data formats is an important
prerequisite towards consistency, interoperability, and FAIRness.

Major pillar under EMODnet

SeaDataNet is providing core services in EMODnet Chemistry, Bathymetry, Physics, and
Ingestion for bringing together and harmonizing large amounts of marine data sets from
hundreds of data originators (currently >950), which are then used by EMODnet groups for
generating thematic data products. Such products are for example: a Digital Terrain Model for
all European seas and NW Atlantic Ocean (Bathymetry), and European aggregated and validated
data collections for eutrophication, contamination, and marine litter (Chemistry). These products
are very popular and find their way to many users from government, research, industry, and
public. Users also pose further requirements, which leads to further optimising of the data flows
from originators to data centres to SeaDataNet and to EMODnet thematics. Moreover, it
implicates regular maintenance, upgrading and expanding of standards, tools, and services, also
because of adding new data types, such as e.g. marine litter or vessel-mounted ADCP. Further
uptake of standards and services is promoted and established, resulting in more data population,
and expansion of the networks of data centres and data originators. Currently, SeaDataNet not
only counts NODCs, but also many other data centres from marine research institutes, geological
surveys, national hydrographic services, environmental management agencies, and companies.



Further innovation of services

Innovative developments are taking place for adopting new technologies and responding to new
challenges. The European Open Science Cloud (EOSC) gives a suitable framework, promoting
FAIR data services and interoperability. SeaDataNet is well engaged in several EOSC projects,
such as ENVRI-FAIR, EOSC-FUTURE, Blue-Cloud pilot, and currently, in the Blue-Cloud 2026
project. The Blue-Cloud pilot deployed a versatile cyber platform with smart federation of
multidisciplinary data repositories, analytical tools, and computing facilities in support of
exploring and demonstrating the potential of cloud based open science for ocean sustainability.
Blue-Cloud 2026 project aims for a further evolution into a Federated European Ecosystem to
deliver FAIR & Open data and analytical services, instrumental for deepening research of oceans,
coastal & inland waters. SeaDataNet benefits from further innovating and expanding its services.
Using its large knowledge base, network, and experience, it is also a major driver towards other
blue data infrastructures stimulating uptake and refinement of SeaDataNet standards, and
engagement in open science and virtual research. This contributes to optimizing the overall
FAIRness in the European marine data landscape. This is highly important, also in the perspective
of the Digital Twins of the Oceans (DTO) initiative as part of the EU Green Deal and DestineE.
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Introduction
The EU FAIR-EASE project aims to improve Earth system, environment, and biodiversity
observation and modelling through integrated services. A key component is the Data Discovery
and Access service (DDAS), ensuring easy access to diverse distributed datasets. To overcome
semantic differences, FAIR-EASE will integrate a semantic brokerage service into DDAS,
requiring a comprehensive understanding of datasets, metadata, and employed semantics for
effective mapping and alignment.
Extracting the semantic artefacts (terms originating from ontologies, controlled vocabularies,
thesauri) from the above-mentioned datasets and metadata records proved to be a laborious
and time-consuming task for the following reasons:
e The datasets span a wide array of domains, resulting in semantic artefacts originating from
numerous, diverse sources.
e Inconsistent or lack of referencing of semantic artefacts:
e representation as strings: terms within these datasets are typically represented as mere
strings
e some annotations are composed of two or more distinct semantic artefacts
concatenated within a single string
e Typos, wrong URIs.
e Missing information.

In response to these challenges, we have undertaken the development of the Semantic Analyser
(SA). The SA is capable of extracting semantic content from data files encoded in various formats
(focusing on netCDF in a first instance), and from metadata records like XML ISO19115. Upon
completion of the analysis, the SA provides a list of terms that have been successfully extracted,
along with information about the matched semantic artefacts.

Architecture
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Figure 1 The architecture of the Semantic Analyser.
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The input

The SA (Figure 1) is fed with a list of known data providers and research infrastructures that offer
datasets. Currently input is limited to data providers that are relevant to the FAIR-EASE project.
When one or more providers are selected, the associated datasets are listed. These datasets have
been standardised to adhere to the ISO19115 standard, thanks to the geoDAB broker. The broker
connects to the data providers web services (e.g., CSW, OpenAPI, OAI-PMH, ... ) and collects
metadata records heterogeneously encoded, which are subsequently harmonised to meet the
ISO19115 metadata model and encoded according to its XML schema. In this project,
harmonisation has been applied to various aspects, including keywords, instruments, platforms,
variables, and organisations.

The Knowledge Base (KB)

The KB, structured as an indexed triple store using RDF format, hosts various ontologies and
SKOS vocabularies that were selected to cover the relevant domains and support interoperability
between domains. Each semantic resource has been characterised in the KB as being relevant
to either variable descriptions, instruments or platforms, or any combination of these. The KB
will be enriched with FAIR-EASE stakeholders’ contributions of domain-specific semantic
resources. A strategy is being developed to keep the semantic resources updated. Additionally,
the analyser performs federated searches across external semantic repositories (currently
BioPortal and EarthPortal). This enables us to exploit these rich sources of terminologies without
the need to bring them into the KB.

The Semantic Analyser (SA)

The SA currently analyses XML metadata records and netCDF files, offering users the choice to
employ various analysis methods. Full URL extraction is used to extract all URLs from the select
files and compare them against KB URLs based on exact matches only. Structured XML
extraction is only applied to XML metadata records and focuses on four predefined metadata
elements: keywords, instruments, platforms and variables using exact, wildcard and proximity
matching techniques. Data file analysis will be employed on specific file formats starting with
various flavours of netCDF files. For each technique, the SA matches text and identifiers with
relevant entries in the KB. The SA can refine its searches to only match metadata elements
coming from specific categories.

Conclusions and next steps
The SAis a tool that enables semantic landscaping and alignment of diverse data and metadata
sources and provides insights as to which semantics each data provider is using, in order to
establish semantic brokerage through mappings.
These insights will also allow us to:
e Provide an overview of semantic artefact usage practices across the network.
¢ |dentify gaps, commonalities, and areas for alignment to enhance interoperability of tools
and data access strategies.
¢ Issue recommendations for more efficient data flows, and achieving the “I” (Interoperable)
aspect of FAIR (Findable, Accessible, Interoperable, Reusable) data principles.

Next steps include the addition of CSV files as input to the semantic analyser and the provision
of a machine-readable output.
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Introduction

The Ocean InfoHub (OIH) and underpinning Ocean Data and Information System (ODIS) have
become key infrastructure to broker data and metadata through to enable visibility of research
data within the UN Decade of Ocean Science for Sustainable Development. The integration of
metadata and data from national data centres such as the British Oceanographic Data Centre
(BODC) into ODIS needs to be achieved interoperably and as part of aligned activity with
existing regional or discipline-focused data brokering services, whilst also leveraging the
enhanced metadata exposure possible for end users in the Ocean InfoHub.

BODC are a key partner in the EU SeaDataNet (SDN)* and the UK Marine Environmental Data
and Information Network (MEDIN) and are working on enhancing metadata and data exposure
to ODIS while also leveraging and enhancing SDN and MEDIN systems to enable efficient
exposure of holdings to ODIS and thus the Ocean InfoHub.

This paper presents the results of metadata modelling and a hybrid model, combining existing
brokering services with additional BODC contextual metadata, of exposure of holdings to ODIS.

Metadata modelling

The ODIS system is designed to allow enhanced metadata beyond those of SDN and MEDIN
with exemplar metadata records created by Nico Lange and the US NSF funded research
coordination network for marine ecological timeseries in 2023. This detailed metadata model
will enable significantly enhanced data discoverability and utility in the biological and ecological
research communities. The resulting model using concepts from the Schema.org? markup
language is shown in Figure 1.

Resulting hybrid model

The hybrid model for the SDN use case developed with linked metadata being served by both
BODC and its brokering partners is shown in Figure 2. This model enables BODC to expose
metadata enhanced beyond the existing SDN metadata models to ODIS and is readily iterated
as SDN metadata models evolve with time. Such a model gives data centres the ability to rapidly
meet new user requirements while facilitating the broader evolution of brokering infrastructures.

Next steps

Operational implementaiton of the model is on-going and will need to evolve with time. As data
brokers such as SDN and MEDIN infrastructure evolves to enable more detailed metadata these
elements will need moving out of the BODC exposure into those of MEDIN and SDN while the

1 SeaDataNet - SeaDataNet
2 Schema.org - Schema.org
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BODC exposure can continue to be enhanced for more novel data types when required by
specific communities. This model facilitates the evolution of ODIS while also feeding results
into broader networks, helping the ensure communities develop together.
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Figure 1 The model for exposure of BODC metadata data to ODIS based on Schema.org concepts the
ISHREF concept is a metadata granule in the BODC internal schema and could span one oceanic CTD
castor one sampling station within a research cruise, for example.
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Figure 2 The hybrid model for brokering metadata to ODIS for the BODC SDN use case. The acronyms
shown are all SDN concepts. Elements in red are still to be modeled while the elements are fully
modeled and agreed by BODC and SDN.
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The United Nations Educational, Scientific and Cultural Organization’s Intergovernmental
Oceanographic Commission (UNESCO/IOC) Project Office for International Oceanographic
Data and Information Exchange (IODE) has documented over 3100 online repositories of ocean
data and information, which shows the highly complex online environment, and challenge of
finding the right information from the right source (ODISCat 2023-10;
https://catalogue.odis.org).

The Ocean InfoHub Project was designed to address this challenge through the development
of the Ocean Data and Information System (ODIS). ODIS is not a new portal or centralised
system under the control of a single authority, but a partnership of distributed, independent
systems voluntarily sharing (meta)data and information along co-developed and clear
conventions in the pursuit of common goals. These conventions are formalised and
operationalised in the ODIS Architecture (ODIS-Arch) to allow existing and emerging ocean data
and information systems, from any stakeholder, to interoperate with one another. This enables
and accelerates more effective development and dissemination of digital technology and sharing
of ocean data, information, and knowledge for sustainable development.

The Ocean InfoHub Project now supports a global network of distributed information and data
resources related to the ocean. The Project has had a focus on co-design with three pilot regions
in particular: Africa, Latin America and the Caribbean (LAC), and the Pacific Small Island
Developing States (PSIDs), to meet their unique user community requirements. The three
regional nodes facilitate that local, national, and regional digital systems and infrastructures
could be interlinked to strengthen science, technology, innovation systems, and policies for the
sustainable use and management of marine areas.

The Ocean Data and Information System (ODIS) Architecture links over 32 nodes from 25
partners. This is demonstrated through three regional portals and a global search portal that
can now be searched to find Oceans related data and information from multiple sources
(https://oceaninfohub.org). The global portal, is an openly accessible online platform and it
currently contains over 130,000 content items in 8 content categories: (i) Experts (27,000); (ii)
Institutions (13,000); (iii) Documents (42,000); (iv) Training (1,500); (v) Vessels (113); (vi) Projects
(3,600); (vii) Datasets (48,000); and (viii) Spatial search (42,000).

The IOC Assembly at its 31st Session (2021) formally established ODIS through Decision A-
31/3.4.2., ensuring its long term support as a stand-alone project. Subsequently, IODE-XXVII
decided to designate ODIS as one of three IODE Programme Components, which further
strengthens its long term support.

Besides its core pilot areas and themes, OIH/ODIS is now supporting additional communities
of practice such as those focused on Marine Protected Areas, the GOOS (Global Ocean
Observing System) Essential Ocean Variables (EOV) and Areas Beyond National Jurisdiction
(ABN). Interoperability and strategic alignment deliberations are underway with organisations
including the Group on Earth Observations Biodiversity Observation Network (GEO BON), the
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Helmholtz Metadata Collaboration (HMC), the Earth Science Information Partners (ESIP), and
the Polar Data Discovery Enhancement Research (POLDER) project).

The ocean digital ecosystem concept promoted through OIH/ODIS has also been adopted by
the UN Decade of Ocean Science for Sustainable Development and is referred to in the Data &
Information Strategy for the UN Ocean Decade. It will furthermore be promoted by the Decade
Coordination Office (DCO) for Data Sharing, that was approved for establishment by the |IOC
Executive Council (2022) and is hosted by the IOC Project Office for IODE, Oostende, Belgium.
A Programme called An Ocean Data and Information System supporting the UN Decade of
Ocean Science for Sustainable Development (OceanData-2030) has been registered with the
UN Decade for Ocean Science for Sustainable Development. Together, ODIS and OD-2030 will
contribute to Outcome (6), “An accessible ocean” and Decade challenges 8-10, by provisioning
a common digital infrastructure to support discoverability and exchange of data, information
and knowledge. Challenge 9 is a particular focus, as ODIS aims to lower the barriers to accessing
information and thus improve equitable access.

The overarching goal of the Ocean Data and Information System (ODIS) in the long term, is to
provide a sustainable and responsive digital ecosystem where users can discover data, data
products, data services, information, information products and services provided by 10C
Member States, independent projects, private sector partners, and other partners associated
with the UN Decade of Ocean Science for Sustainable Development.
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Marine Regions is a global geographic database containing (i) a gazetteer of marine
georeferenced place names and (ii) maritime boundaries. The Marine Regions Gazetteer includes
over 60,000 places integrating national, regional as well as global marine gazetteers. In addition,
the Marine Regions Gazetteer integrates the maritime boundaries dataset that has currently its
12t release [Flanders Marine Institute, 2023]. This is a digital representation of the
administrative areas defined by the United Nations Convention on the Law of the Sea of 1982
such as Exclusive Economic Zones (EEZs) or Areas Beyond National Jurisdiction. The Marine
Regions dataset is accessible through a web portal (marineregions.org) and an API. Machine-to-
Machine interactions via its API allow integration into larger knowledge networks such as the
World Registed of Marine Species (WoRMS), Global Fishing Watch and MarineTraffic. Here, we
will discuss the Marine Regions back-end, the new Linked Data Model and two improved access
methods based on the linked data model - Linked Data Event Streams and a new R client. Finally,
as an endorsed Action of the UN Ocean Decade under the OceanData2030 programme, we
explain how we want to expand our gazetteer and impact by involving various existing and new
stakeholders.

The Marine Regions back-end: structure and rationale

The Marine Regions gazetteer is composed of a relational database in which geographical
entities are characterized by their unique resource identifier (URI), the Marine Regions
Geographic Identifier (MRGID). This identifier allows users to unambiguously refer to a Marine
Regions entity and is persistent and resolvable at <http:/marineregions.org/mrgid/{id}>.
Geographical entities are defined both by a geometry and a place type. While the spatial features
are represented as different vector data types, for example, point, multipoint, line, or polygon,
a place type provides contextual information on the geographic entities, for example, a sea, bay,
ridge, sandbank, or oceanic trench. Not only physical place types are considered but also
administrative place types, such as countries, EEZs, territorial seas, fishing zones, or marine
protected areas. In addition, one or more names can be stored for every gazetteer entity,
allowing us to deal with synonyms or names in different languages. The gazetteer also provides
a hierarchy between the different entities, based on a parent-child relation (partOf).
Other relations to Marine Regions entities can be described in the Marine Regions gazetteer, these
can cover topological (adjacentTo, streamsThrough, ...) and non-topological (administrativePartOf,
influencedByj, ...) links.

Until recently, these data were accessible through the Marine Regions website, through OGC
web services and through a JSON HTTP API. In order to achieve semantic interoperability, we
aligned the Web APIs using a common Linked Data model [Lonneville B. et al., 2021].

A new Marine Regions Linked Data model

In this section, we explain the core aspects of the Linked Data Model and elucidate certain
encountered challenges. Gazetteer entities are naturally both a description of a place and the
location of the place itself. Consequently, each geographical entity becomes both a
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<skos:Concept> and a <dct:Location>. The whole Marine Regions dataset is a SKOS concept
scheme with the geospatial extent defined as instances of the OGC'’s SimpleFeatures vocabulary
<sf:geometry>. The relationships offered by traditional SKOS predicates such as
<skos:narrower> cannot accurately capture the hierarchical nature of the Marine Regions
Gazetteer: consider one gazetteer entity that may be spatially contained by another, but only
partially overlaps with a third one. To address these relations, we defined <mr:isRelatedTo> along
with nine subproperties (e.g., <mr:isPartOf>) and their respective inverses (e.g., <mr:contains>).
They are detailed in the Marine Regions ontology at <http:/marineregions.org/ns/ontology>.
The documents describing each URI (e.g., <http:/marineregions.org/mrgid/5686.ttl>) are
currently available through content negotiation in two RDF serializations, Turtle and JSON-LD,
together with existing JSON, XML and HTML options. Nevertheless the model presented a
performace challenge: How to efficiently handle documents containing large data, including
those with detailed geometries or with numerous relationships? Our solution is to provide
geometries with an additional link within the document, thereby enabling data consumers to
retrieve geometries on demand. In cases where the number of relationships is extensive, the
document incorporates the <hydra:next> predicate, directing users to subsequent pages that
each contain a maximum of 40 relations.

Retrieving Marine Regions using Linked Data Event Streams

The Marine Regions semantic model provides the basis for replicating the database via Linked
Data Event Stream (LDES). It allows data consumers to capture changed entities as immutable
objects with unique URIs [Van Lancker et al. 2021]. The pagination strategy is crucial in LDES.
Here we opted for fragmenting using <dc:modified> timestamps, allowing to retrieve the full
change history from one single feed endpoint at <http:/marineregions.org/feed>. This method
simplifies the process of keeping up with updates, enabling users to set up services like
(Geo)SPARQL endpoints or document stores for full-text searches. The LDES, with its layered
architecture, enhances accessibility and flexibility, making it easier for third parties to integrate
and utilize the Marine Regions data in various applications.

Bringing the Marine Regions APl into an R client: mregions2

As an example of the possibilities of this semantic APl we developed mregions2, a client written
in the R programming language. mregions2 offers a streamlined interface to access data from
Marine Regions in R for researchers, marine scientists, and geospatial analysts seeking marine
geographical information. It follows the same rationale behind the API as calls to the Marine
Regions gazetteer do not provide geometries or relationships by default. Instead, these can be
accessed on demand as the data consumer may need. mregions2 has been peer-reviewed by
rOpenSci and will be published on CRAN, ensuring that Marine Regions data is available
programatically for R users. Installation instructions are available at:
https:/github.com/lifewatch/mregions2
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The OGC API family of standards

The Open Geospatial Consortium (OGC) API family of standards represents a suite of
specifications designed to enable seamless and interoperable access to geospatial data and
services on the web. These standards are developed and maintained by the OGC, a global
organization dedicated to advancing the interoperability of geospatial technologies. The OGC
API family builds upon the success of earlier OGC standards and embraces a more modern and
web-centric approach to geospatial data exchange. At its core, the OGC API family focuses on
providing standardized and consistent interfaces for different aspects of geospatial information,
ranging from simple feature access to more complex capabilities such as data processing.
Previous web services standardized by the OGC relied for the most part on XML-RPC
(eXtensible Markup Language Remote Procedure Call) where XML encoded requests are
submitted via HTTP POST to a single endpoint. OGC APIs are designed to be resource-
oriented, making use of standard HTTP mechanisms such as content negotiation or using
different HTTP methods like GET, POST, PUT and DELETE to interact with geospatial
resources. This RESTful architecture enhances simplicity, discoverability, and scalability,
making it easier for developers to integrate geospatial data and services into their applications.
OGC APIs are formalized using the OpenAPI specification, a programming language-agnostic
interface description standard for HTTP APIs that allows both human and machine-readable
discovery of service capabilities. In contrast to older, XML-based OGC standards, the preferred
content encoding was shifted towards JSON.

One of the notable aspects of the OGC API family is its emphasis on simplicity, flexibility, and
scalability. By adopting common web protocols and leveraging RESTful principles, OGC APIs
make it easier for developers to consume and produce geospatial data across different
platforms and programming languages. This not only promotes interoperability but also
facilitates the creation of dynamic and interactive geospatial applications that can seamlessly
integrate with diverse data sources.

The OGC API family comprises several individual standards, each addressing specific use cases
and functionalities and should be considered building blocks for creating geospatial APIs.
Some key members of the OGC API family include OGC API - Features (OAPI-F) replacing the
OGC Web Feature Service (WFS), OGC API - Maps (OAPI-M), replacing the OGC Web
Mapping Service (WMS), and the OGC API - Coverages (OAPI-C), replacing the OGC Web
Coverage Service (WCS). These standards collectively cover a wide range of geospatial data
types, from vector features to maps and coverages, providing a comprehensive framework
for building interoperable geospatial web applications.

Notably the OGC APIs did not include a true successor to SensorWeb standards such as the
OGC Sensor Observation Service (SOS) or OGC Sensor Planning Service (SPS). The popular
OGC SensorThings API predates the OGC API initiative and is based on a slightly different
architecture. It uses a variant of the Open Data Protocol (OData) and is as such not truly
aligned with the OGC API paradigms. Although there are efforts to mend this in upcoming
versions of the standards, the focus of the API are Internet of Things (loT) applications and it
lacks ways to convey complex and detailed sensor metadata descriptions that are required in
research communities.
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The OGC Connected Systems standards working group (SWG) seeks to fill this gap. In the last
year the SWG worked on a first draft of a specification that allows the management of
descriptions of sensor systems and networks and their data. It builds upon existing and proven
conceptual models such as OGC SWE Common Data Model Encoding (SWE Common), the OGC
Sensor Model Language (SensorML) and OGC/ISO Observations, measurements and samples
(OMS, formerly known as Observation & Measurements, O&M). The SWG worked on creating
JSON encodings for SensorML and SWE common, aligning them with new iterations of related
standards such as the OGC/W3C Semantic Sensor Network Ontology (SOSA/SSN) and OMS
and introduced new concepts that were missing in previous versions of the standard such as a
dedicated class to describe deployments of sensors at particular place and time.

This preparatory work was needed for the introduction of the OGC API - Connected Systems, a
draft specification aligned with the OGC API family of standards that comes in two parts.

Part 1 is an extension of the OGC API - Features standard that allows the management of static
resources. It allows the management of systems, procedures, deployments, sampling features and
observed properties. Systems are entities that can produce data and/or receive commands such
as sensors and sensor networks, platforms, actuators, processing components, etc. Observing
systems produce observations for one or more features of interest. Procedures furnish details
about the processes undertaken by a system to fulfill its designated tasks. In the case of hardware
equipment, this typically aligns with the device’s datasheet. In scenarios involving human sensing
or sampling tasks, the procedure delineates the requisite steps or methodology that operators
must adhere to. Deployments offer a way to describe where and when a system was deployed,
sampling features allow the management of real-world objects that are observed by systems and
properties allow the integrated management of derived properties, e.g., more narrower definitions
of observed properties, that are referencing properties in a controlled vocabulary. The API allows
the implementer and user to choose between different data formats for these entities. This way
rich and complex metadata descriptions in SensorML can be used while at the same time a sensor
can be represented by a simple GeoJSON feature. All these resources can be grouped logically
by the service provider into collections according to any criteria.

While it is supported to link to data in a more suitable API e.g., OAPI-C, Part 2 of the draft
specification addresses the management of dynamic data, that is datastreams of observations
produced by systems, control channels allowing commands to be sent to systems and the history
of systems in the form of historical descriptions and events related to a system. Datastreams
enable the retrieval of observations generated by systems in various formats. It allows the flexible
grouping of observations, e.g., by sensor network, observed property, measurements campaign
or cruise. While the standard format for observations in datastreams is OMS or SWE Common,
the draft standard allows other encodings. For example, it is possible to publish observations as
Protocol Buffers (protobuf), an efficient binary format, and include the protobuf schema in the
datastream description. Control channels allow sending commands to systems to change their
state or for example initiate a measurement. API clients can act both as sender or receiver of
commands and observations. In previous standards events related to a system were part of the
system’s description. In cases where hundreds of events related to a system are produced, e.g.,
the continuous lowering of a sensor into the water and its subsequent recovery, this could lead
to a system description that could no longer be handled. System events are now handled as a
special datastream of a system. The integration of publish/subscribe patterns via MQTT for data
streams, control channels and events is foreseen.

Summary
The OGC API - Connected Systems presented in this contribution seeks to be a successor to
established SensorWeb technologies aligned with the OGC API family of standards, it addresses



shortcomings and lessons learned of the past decade and allows data managers and scientists
a modern way to exchange observational data and metadata. It offers a great degree of freedom
in how data is structured and through the flexible choice of data formats it is suitable for
embedded systems and metadata-heavy research topics alike.
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Interest of workflows to simplify metadata creation and publication processes
Data managers regularly face the need to manually replicate the same sequence of steps to
ensure (meta)data edition, update and publication in different infrastructures. For example
fisheries datasets are often time series of spatial catches with biological observations and, as
such, can be disseminated in spatial data infrastructures but are also valuable species
occurrences for biodiversity research which can ultimately be assigned a DOI in various data
repositories (e.g., GBIF, Zenodo, Pangaea, ... ). Obviously, with the increasing volume of data
management tasks, there is no reason to waste time by manually editing the same metadata
elements (e.g., Title, abstract, spatial or temporal extent) in different infrastructures complying
with different standards. Multiple tasks can indeed be automated through APIs and orchestrated
as steps of workflows which can be fed by various sources:

¢ read and write: meta-data complying with various standards (e.g., OGC, CF conventions, EML);

e transform: metadata standards mapping, data structure harmonization;

¢ |oad: metadata and data publication in different tools (e.g., GeoNetwork, GeoServer);

e long term storage and versioning: DOIs assignment on DataCite (e.g., Zenodo data

repository).

A method for editing metadata through basic tools

Technology, standards and software regularly evolve over the years and so does the ergonomics
of their GUls. Moreover, the method used to implement rich standards (e.g., ISO 19115) is a key
issue to facilitate the metadata editing process which is often too heavy for users. Indeed, once
authenticated, metadata producers often face complex forms that are time-consuming to fill.
Instead we suggest an alternative method by using basic but robust data formats and tools which
can be handled by anybody. Rather than sophisticated GUIs, we use a simple tabular format
(e.g., CSV) made of columns named after well known metadata elements. Each line of the table
thus describes a dataset and part of the cells values can be automated by browsing the data
(e.g., “spatial coverage” column) when others (e.g., “Title” column) have still to be filled manually.
Metadata editing is then much easier and efficient as multiple datasets can be described within
a single table by using basic desktop (e.g., QGIS, OpenOffice, MS Excel ... ) or collaborative
applications (e.g., nextcloud, google drive ...).

A pivot model to comply with differents standards
As explained before, we promote the use of a single spreadsheet to edit metadata of multiple
datasets at once. Each column of the table is named after a metadata element and the data
structure is built to store metadata from standards which are relevant in the marine domain:
e Dublin Core (DCMI): domain agnostic standard providing a list of key metadata elements.
e OGC: for spatial metadata formats (19115, 19119, 19139, 19110) and protocols (CSW).
e EML and Darwin Core: for biodiversity and ecological domains.
e Datacite: for global and cross domain dissemination and long term access through DOls.
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As these standards overlap, we have built a simple pivot metadata model based on: 1) 15 Dublin
Core metadata elements which are used as columns names in our tabular format, 2) additional
metadata elements from the other standards which are optional and directly named in the cells
of the columns by using simple syntactic rules.

Implementing workflows with R programming language

At first, our main purpose was to implement workflow complying with OGC standards which
are widely used in the marine domain, just like R software. However, until recently, only a few
programming languages provided expected libraries to handle spatial metadata and data
publication within spatial data infrastructures (mainly Java and Python). There was thus a gap
to be filled to facilitate metadata management directly with R language. This have been achieved
by a set of recent R libraries (geometa, ows4R, geonapi, geosapi, zen4R) with which usual data
management steps can be handled : 1) reading and writing metadata, 2) publishing metadata, 3)
publishing data, 4) assigning DOls. Finally, the geoflow R library builds workflows on top of these
libraries to automate these steps.

Examples of marine metadata and data management with R workflows

Over the years such R workflows have been improved to implement FAIR data management
plans for fisheries data in the context of previous FP7 iMarine, H2020 BlueBridge and
BlueCloud, and current HORIZON BlueCloud 2026 european research projects.

The Figure 1 illustrates a workflow which is hosted in a Virtual Research Environment (VRE)
provided by the BlueCloud 2026 project and deployed in the “Global Fisheries Atlas virtual
laboratory”. The R workflow is entirely driven by metadata and feeds widely used SDI software
components which provide FAIR services. Metadata, edited and stored in basic spreadsheets,
are published by using standards (e.g., CSW-T) or native software APIs (e.g., GeoNetwork,
GeoServer, Zenodo ... ). This makes data: 1) findable with discovery metadata (complying with
DCMI, ISO/OGC 19115, Datacite), 2) accessible with standard formats (e.g., GML, GeoJSON)
and access protocols (e.g., CSW/WMS/WFS/WCS), 3) reusable with usage metadata (e.g., data
dictionary complying with ISO 19110 - Feature Catalog).
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Figure 1 Example of R workflow to provide FAIR services for fisheries datasets.
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The FIRMS Global Tuna Atlas workflow orchestrates similar steps: 1) metadata are edited and
stored in a Postgres database along with harmonized data complying with CWP standard for
fisheries (gridded catches and fishing efforts), 2) metadata are extracted, transformed and
published with data in both FAO GeoNetwork and GeoServer as well as in Zenodo to assign
DOils. Similar workflows are used to manage global geospatial and statistical fisheries datasets
through the FAQO Fisheries & Aquaculture Geolnfo portal, or fisheries regional databases to
comply with Data Collection Reference Frameworks (DCRF) such as the WECAFIS in the
Caribbean.

Beyond fisheries data, the same method has been successfully tested and validated with other
kinds of marine data. In particular, data managed with NetCDF data formats can be directly
accessed (local or OPeNDAP access) to extract metadata stored in the header, transform CF
metadata into other metadata standards (e.g., OGC 19115 mapping) and publish them in SDI
software components.
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Background

The Marine Institute (MI) of Ireland is the State agency responsible for marine research,
technology development and innovation, providing scientific and technical advice to
Government to help inform policy and to support the sustainable development of Ireland’s
marine resources. As the National Oceanographic Data Centre (NODC) of Ireland, the Ml has
played a leading role in marine data management and availability for over 30 years, operating a
number of data acquisition platforms and programmes which underpin national marine services.
In addition to operational activity the Ml is a research performing organisation and a marine
research funder in Ireland.

To further support data management processes, and to demonstrate the institute’s capabilities
to provide data and services in compliance with established standards and responsibilities, there
has been a strong focus over the past five years on relevant accreditations, including IOC-IODE
Quality Management Framework and most recently CoreTrustSeal.

Accreditation as Ireland’s National Oceanographic Data Centre

In 2019, the Marine Institute in its remit as Ireland’s National Oceanographic Data Centre,
received the international accreditation of its Data Management Quality Management
Framework by the (UNESCO) International Oceanographic Commission’s IODE programme
[Leadbetter et al., 2020].

The Data Management Quality Management Framework (DM-QMF) was developed to guide
data management activities from collection, storage, quality control, and analysis to data outputs
from minting DOls to legislative reporting. The real-world experience of the Marine Institute in
developing a DM-QMF was presented at IMDIS 2021 [Reed and Thomas, 2021].

Since this time, maintaining this accreditation has been a priority, and there has been a focus
on the further development of the Institute’'s DM-QMF in its organisational strategy “Ocean
Knowledge that Informs and Inspires” (Marine Institute 2023). In particular, this is identified as
a key support for the wider digitalisation of scientific workflows, and the adoption and use of
advanced data processes and analytical tools. In March 2023, the Marine Institute has been
successful in achieving re-accreditation.

DM-QMF: Data Process Quality Assurance underpinning National Programmes

While being very active in marine data acquisition, including through the national offshore
research vessels, the Marine Institute has long acted as a broker for a range of data from partner
organisations including research data. These data sets are important contributions to national
marine programmes, such as the National Marine Planning Framework, the Ocean Renewable
Energy Development Plan and for marine licensing services.

The development of the framework to achieve DM-QMF accreditation have been extensive,
with 121 data processes now managed using it. These processes are regularly reviewed and
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improved to optimise how the processes operate and the resulting access and usability of the
data as well as the reliability of the underlying services. The quality assurance of these data
processes provides a solid foundation for the evidence-based that underpins national marine
decision making.

Next Steps: Managing Data including from 3™ Parties and Research Projects

In extending the remit to discrete datasets and 3™ party data, such as research project data, in
addition to data delivered through operational programmes, the Marine Institute explored
complimentary accreditations to support data management activities. Some of these datasets
are data which has been previously collected and is being repurposed or data which are the
result of a discrete scientific activity to answer research questions with a defined time-period
and resources.

When managing discrete data, particularly from an external organisation, there is a greater
requirement for appropriate documentation to ensure the data are available for reuse. The ability
to recover undocumented knowledge and data outputs become increasingly difficult with time.
To ensure these discreet data sets are available for future reuse, a specific DM-QMF pack was
developed and piloted for data processes resulting from these types of activities.

Following a full analysis of internal digital preservation processes, an application was submitted
for CoreTrustSeal accreditation in October 2022. CoreTrustSeal is another framework (aligned
to 1ISO 16363) complimentary to the existing DM-QMF (aligned to 1ISO 9001) to manage and
preserve data over time. All data archival processes follow the Open Archival Information System
(OAIS) model.

Conclusion

The benefits of embracing these two Data Management Accreditations are most evident in
improving the quality and transparency of internal data processes and how 3™ party data are
managed. They increase awareness of and compliance with established standards, building
stakeholders confidence and demonstrate that the Marine Institute are following internally
recognised best practices. They also offer a benchmark for comparisons to help identify
opportunities for improvement.
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Introduction
ICES Data Screening Utility (DATSU) is a powerful tool designed to streamline and enhance the
validation process for files before they are uploaded to ICES thematic databases. DATSU is
based on an SQL database (DATSU DB), supported by an intuitive user interface (DATSU Ul)
allowing the Data Centre data managers to work with data formats and SQL-based quality
checks. Data submission and validation relies on DATSU web services to verify that files adhere
to the specified format, including:

e Ensuring the files conform to the record structure, mandatory records and fields reported.
Validating the data integrity of each field and the datatype reported.
Verifying reported field values against associated vocabularies or ranges, when applicable.
Allowing flexible implementation of data quality checks specific to a given data type.
e Communicating the data screening results by providing the data submitter with a screening

session report, which includes errors, warnings and information messages.

History
e DATSU was first developed in the early 2000s and its main components were:
e DATSU DB - an SQL database, containing format definitions and uploaded data.
e DATSU management user interface (DATSU Ul) - an ACCESS-based solution used by the
data managers to define the format and quality checks.
e DATSU VB6 DLL which used DATSU DB and was registered in IS on a web server allowing
the screening tool to be called from a webpage each time a file was uploaded.

In 2007, the system was extended to enable data managers and programmers to define SQL
rules to be applied to a format, and then their results included in the screening report.

In 2016, DATSU was reprogrammed to run as .NET web services, allowing both synchronous
and asynchronous runs, improving service management. Asynchronous runs were implemented
using a Hangfire service call with a queue to enhance performance. This release also introduced
the ability to accept text files, smaller and with predefined column order, or XML files, larger
but more readable.

In 2019, an R library (icesDATSU, https://CRAN.R-project.org/package=icesDatsu) that interacts
with the web services was implemented. This was done to support experts familiar with R to
incorporate the DATSU checks into their data pre-processing workflow, thus simplifying, and
improving the data submission process through local checking of files on their own computer
prior to submission.

In 2023, the DATSU Ul, previously ACCESS-based, was moved to a web application developed
using C# .NET and the Blazor framework, providing improved format management. For this new
app the focus was on implementing the necessary format management functionality, while
providing a more user-friendly and intuitive experience, as well as improved validations when
changings the format. One improvement brought in this version is synchronizing the codes used
in the DATSU database with the ICES Vocabulary Server automatically using the Vocab Web
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API. As part of this revision process, some of the redundant features, like species lists and
reports, were left out of the new version.

Data validation process
The data validation process for a new dataset begins with defining a format, which is then saved
in the DATSU database. Data managers use the management interface to define the format,
records, and fields within those records. Data managers specify the data type and maximum
width of each field, and whether it is mandatory or optional. String fields can be associated with
vocabularies, which are part of the ICES data governance framework and are defined in ICES
Vocabulary Server.
Once the format is defined, data submitters have three options for checking their files:
e They can use the DATSU webpage, where they select the format and upload a file.
e They can directly call the DATSU webservices, preferably the asynchronous option.
e They can install the R library for DATSU and use it to verify that the file conforms to the
format and a subset of the SQL checks before proceeding with one of the previous two
methods.

Benefits of using DATSU

DATSU (https:/datsu.ices.dk/web/index.aspx) exposes format information, data types, and
related vocabularies both online and via the web service, making it easily accessible for
submitters. The web service allows data submitters and other organizations to run the screening
and query DATSU, using various programming languages and scripts, providing a certain freedom
for developers and autonomy for data submitters.

DATSU generates a comprehensive report of the file screening process and results, which is
accessible through both web pages and services. When displaying quality checks information,
DATSU also shows the source code for each check, often in SQL. DATSU R package (available
in CRAN) allows a fast start by running a part of DATSU checks locally.

Issues and limitations

The DATSU screening queue can be ‘blocked’ by large files causing a delay for subsequent
uploads.

DATSU is heavily based on shared functionality and definitions for the format which can be
both an advantage and a disadvantage.

Figure 1 DATSU report of a file screening.
DATSU

DATSY > List of eperations > Screen a file

Result from the ICES DATa Screening Utility program for the following data:

Counlry: 1
Datasel Biodiversity - Cefaceans (ICDP)
S

rrrrrrrrr

rrrrrrrrr

21 error There should be at least a

a7 emor  There should be at least ane relationship between records (eritical error) No relation between record: EE and record ID

91 emor There should be at least one relationship betweer No refation between record: EE and record ID
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Future developments
o Allow the fields to be reported in another order in the text files if the user reports the
headings.
e Accept JSON file format in submissions.
e Add logging for each change made using the DATSU Ul by data managers.
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Introduction

The provision of metrological data (e.g., calibration data, information about the precision of
instrument) is an important foundation to enable the correct processing and interpretation of
sensor measurements. An example is the densification of professional observation networks
with low-cost sensing devices. Such additional low-cost sensors can help to close gaps in the
geographical coverage of the network. However, at the same time data such low-cost devices
would deliver their data with a higher level of uncertainty. To handle such heterogeneities in
data quality, it is important that those properties and characteristics of a sensor, which influence
the quality of the measured data, are well described. This may include information about
calibration processes, quality and precision of sensing devices, applied measurement processes,
and any kind of data processing that was conducted.

This paper introduces the work conducted in the European Horizon 2020 project MINKE
(Metrology for Integrated Marine Management and Knowledge-Transfer Network) to address
this challenge. Based on a comprehensive requirements analysis via interviews and dedicated
guestionnaires, a review of relevant international standards was carried out. Furthermore, an
approach has been developed, how such metrological information can be efficiently shared via
large scale research data infrastructures such as the European Open Science Cloud (EOSC).

Relevant international standards

The first step in the development of a management approach for metrological data was a review
of relevant international standards. This has led to a set of key findings which are summarised
in the following paragraphs.

The OGC Sensor Model Language (SensorML) offers a comprehensive approach to model and
encode sensor metadata, including calibration and tests. However, the current XML-based
approach is rather complex. Thus, we recommend to especially consider a SensorML JSON
encoding which is currently being developed in the standardisation community.

For encoding the measurement data, itself as well as quality information directly associated with
the data, the OGC Abstract Specification Topic 20: Observations, measurements and samples
(OMS) is recommended. Also, in this case a more lightweight JSON encoding shall be used.
The Web service interface standard for sharing these kinds of information shall be based on
modern technologies such as REST and JSON. This includes for example the OGC SensorThings
API specification. However, as this standard has only limited support for relevant sensor
metadata, we especially recommend to follow the work on the OGC API - Connected Systems,
which is currently in development. This standard will offer a dedicated access interface for
important sensor metadata which will especially be suited for the requirements to better provide
metadata on sensor quality.

To ensure a certain level of semantic interoperability, vocabularies shall be used within SensorML
and OMS documents. A good recommendation are the vocabularies provided by the NERC
Vocabulary Server of the British Oceanographic Data Centre (e.g., PO1 for parameters, PO6 for
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units, WO1 - W10 for SensorML elements (history, capabilities, etc.)). However, beyond this,
further dedicated vocabularies for metrology will be necessary (e.g., based on the JCGM
100:2008 “Evaluation of measurement data - Guide to the expression of uncertainty in
measurement”).

Integration into the European Open Science Cloud

For enabling the publication of sensor quality information to the EOSC, different aspects of data
management need to be considered. The basis of the data publication process is in a first step
the establishment of an approach for handling sensor quality information on an organisational
and project level. During the design of the internal sensor data management of the MINKE
project, significant emphasis has been put on using an interoperable approach that relies on
international standards for interfaces, data models, and data formats. More specifically, the OGC
API - Connected Systems of the Open Geospatial Consortium (OGC) had been chosen as the
underlying framework, especially because of its special capabilities to support the management
and provision of detailed sensor metadata.

As the OGC API - Connected Systems is based on the REST paradigm, the data publication
simply requires an HTTP POST request for uploading a new sensor quality information document
to the data management component. Similarly, the download of sensor quality information is
realised using HTTP GET requests. The format of the sensor quality information is based on the
OGC API - Connected Systems specification as well (in this case a JSON encoding of the OGC
Sensor Model Language (SensorML) will be used).

Calibration

Information
(SensorML) MINKE Data

Management
(OGC Connected Systems API)

Export

Sensor Calibration

Calibration

Data Set

(SensorML)

HarveStlng Scientific Data /
EOSC Portal ﬁ Repositories Publication

(SEANOE, Zenodo)

Figure 1 Approach for Publishing Sensor Calibration Information.

After sensor quality information such as a calibration report is available in the MINKE Data
Management component (based on the OGC API - Connected Systems) this can serve as a
starting point for publishing the data to larger scale research data infrastructures such as the
EOSC. The publication workflow mainly includes the export of sensor quality information files
via the OGC API - Connected Systems and the publication in commonly used research data
repositories such as Zenodo and SEANOE. It is important to note, that a bulk export of sensor
quality information is not intended, in order to ensure that the publication of sensor quality
information is a consciously executed process. At the same time, the publication to scientific
data repositories such as Zenodo and SEANOE will ensure a regular harvesting of the published
resources by platforms such as OpenAIRE which will subsequently lead to discoverability of the
data via the search interface of the EOSC Portal.



Summary

This contribution has introduced an approach for handling metrological data in ocean sciences
based on international standards. After the initial design was completed, the implementation
is currently ongoing. The underlying software components that are implemented as part of
the European MINKE project will be made available to the community as open-source
software. However, even though the presented approach is considered as work in progress,
we are confident that the emerging new international standards such as the OGC API -
Connected Systems will help to further improve the management of scientific measurement
data in ocean sciences.
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Introduction

Independently published documents on distributed web servers delivered almost overnight the
compelling browsing experience of «reading a single book», the analogous counterpart of
«searching a single database» is still only a vague possibility, despite all efforts to publish
structured semantic data on the web. The criticism is that the complexity involved is not
balanced quickly enough with tangible result; a sentiment that further cripples motivation and
slows progress. To combat that narrative, this talk searches for the opposite: easily achievable
(low cost) Linked Open Data Publishing (LOD); and showcasing tools that leverage those efforts
to ready, and tangible benefits.

Keep it simple

The combination of its central policy to “leave no-one behind”, its focus on creating a robust,
federated, and scalable backend to “provide robust plumbing that services many fountains”, and
its continuous global outreach to co-develop its functionality, has resulted in the basic RDF
usage patterns from ODIS (Ocean Data and Information System) becoming the de facto
underpinning for new projects in the marine research domain. We mostly applaud its technical
simplicity and elegance: (i) by focusing on the simplest thing that could possibly work globally:
i.e., basic Schema.org usage in JSON-LD (JavaScript Object Notation for Linked Data); and (ii)
narrowing the core task to publishing only. This in stark contrast with the frequent technology-
driven approach to RDF publishing, which can showcase impressive technologies and capacities,
but adds unnecessary components that, more often than not, increase the cost of publishing
and sometimes even hinders semantic readability. Explicitly:

You don’t need to set up a triple-store or SPARQL (SPARQL Protocol And Query Language)
endpoint to do Linked Open Data Publishing.

Just like the web didn’t need working search engines upfront before creating linked HTML
(HyperText Markup Language) pages.

You don’t need to introduce new property paths or highbrow ontologies to share what you have
to say, especially when you are aiming for a maximum understanding by an as wide as possible
audience. In day-to-day usage, a property-path that navigates the information shape suffices
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to get the answer. The optional type assessments are a luxury that ontologists and developers
can engage in outside the executed real-time data-access.

Connecting dimensions through common identifiers

Connections between independently published structured data graphs are created by their
referencing shared concept URIs (Uniform Resource Identifiers). Indeed, just as cartographic
overlays help to discover relations between independently measured values that share a geo-
temporal coincidence, the application of knowledge graph technologies allow us to disclose
pathways extended down to the level of data points and over many more dimensions, thus
allowing both deeper and broader connections to be made.

In the European marine research domain, many such sets of concept URIs exist. Often directly
usable in RDF: persistent identifiers that are (mostly) leading to valid triple-exposing
representations. Adopting these is yet another (low cost) “no brainer” to create viable LOD
records.

The BODC (British Oceanographic Data Center) NVS (NERC Vocabulary Server) vocabulary for
“all things measurable”.

The European Directories maintained by SeaDataNet for Marine organisations (EDMO),
Environmental Research Projects (EDMERP), and Ocean Observing Systems (EDIOS)

ORCID (Open Researcher and Contributor IDentifier) for individual researchers and ROR
(Resource Organisation Registry) for institutes.

The MareGraph project has the ambition to further complete this set with core elements of the
taxonomic backbone - (i) WoRMS (World Register of Marine Species) and (ii) the Marine Regions.
This work can interoperate with systems like ODIS, augmenting the marine LOD commons,
while also innovating around it. Reporting on the work involved here discloses a number of
interesting real-life lessons concerning Linked Data publishing.

Showcasing benefits

After making the case for reducing costs we also want to balance even further by introducing a
number of equally achievable ways that these efforts can benefit the community. First we will
show a useful JavaScript shim script that augments the browser experience when end-users
navigate HTML with structured data elements. FAIR-Signposting guidance makes concept URIs
discoverable and retrieving their RDF descriptions allows for Wikipedia-inspired previews as
well as copy-paste access to the actual concept URIs. The second example will showcase a free
and open service component that generates and feeds standard pluggable Ul widgets for the
selection of concept URIs. These widgets are offered in the ‘web components’ standard for easy
integration by developers of data-systems that need to manage these connections. Finally, we
present a comprehensive Knowledge Graph Analysis Platform (K-GAP) that brings the potential
of available connected Graph Data into the discovering spyglass of the common data scientist.

Conclusion

In short, with a clear focus on the field of the Marine Research domain, we want to drive home
the central argument of this quote: “People think RDF is a pain because it is complicated. The
truth is even worse. RDF is painfully simplistic, but it allows you to work with real-world data
and problems that are horribly complicated. While you can avoid RDF, it is harder to avoid
complicated data and complicated computer problems.” - Dan Brickley and Libby Miller (in the
foreword of the book “Validating RDF”).
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FAIR-EASE project context

The FAIR-EASE project aims to provide users with a Virtual Research Environment (VRE) for
processing and visualizing datasets from diverse Data Infrastructures across environmental
subdomains. Blue Data infrastructures developed within the Blue-Cloud and Blue-Cloud 2026
projects will be utilized to streamline access to data in the VRE. However, for non-marine
infrastructures in FAIR-EASE, accessing data poses an additional challenge due to varied data
access services and metadata models outside marine domain harmonization efforts. Problem
areas include metadata catalogues, subsetting services, and different types of aggregations.

Sustainability of the “interoperability” enterprise

Our FAIR-EASE experience shows that as we grow the scope of our integration initiatives, we
also re-asses what harmonisation is required. An optimistic view perceives this as fine-tuning
on a guaranteed trajectory, assuming the independent domain efforts follow some universal
plan. A more critical perspective, however, acknowledges the trail of successively built and now
abandoned systems in the rear-view mirror; and rightfully questions the overall cost and long-
term sustainability of such an approach.

Confronting these views compels us to leverage local harmonization, embrace diversity, and
explore techniques for greater, domain-overreaching harmonization. Regarding sustainability,
this further requires separating spaces prone to change from those needing sustained
operation—allowing competitive engineering solutions to compete and replace each other
without imposing costly changes in the research space. Success is measured by the effective
decoupling of introducing new technologies into research practice with no (or minimal) effect
to the sustainable operation.

System interfaces with Uniform semantics

In systems engineering, the need to separate concerns between functional spaces equates to
defining interfaces. FAIR-EASE engages in this exercise, providing an architectural map with key
dividers—the [[ Data Provider ]] and [[ Data Access ]] interfaces. The first captures how to (a)
provide data (input side) in an open, yet structured and linkable way; while the second describes
how to (b) effectively extract from the assembled pool of data those relevant subsets, slices or
fragments (output side) to work on inside the VRE. These interfaces aim to operate without
assumptions about specific technical solutions.

While aiming for “no” assumptions is idealistically lowered for practical realism, we agree on
safe, low-cost assumptions inspired by and reusing commonly recognised success elements from
web-architecture—reusing URI addressing, HTTP(s) protocols, and replacing HTML with RDF.
So embracing the idea to publish structured data using the basic rules of the Semantic Web.
On that basis, the aim of bridging the demand (data-access) to the distributed, independent,


mailto:
mailto:peter@maris.nl
mailto:alexk@noc.ac.uk
mailto:tjerk@maris.nl
mailto:gmon@noc.ac.uk
mailto:paul@maris.nl
mailto:

and cross-domain offer (data-provider) in an effective way is forcing us into designing RDF
expressions for both the exposed catalogue of datasets and the requested data-frames,
proposing a prototype solution for both from existing vocabularies like DCAT, DCTerms, CSVW,
and schema.org.

Research questions

The design effort is distinctively modelling the two viewpoints: (i) the data access (demand)
point-of-view, being that of the VRE users; and (ii) the data provider (offer) point-of-view, about
what is being made available by the data infrastructures. Key questions include:

e What RDF schemas can bridge the gap between different domains to make data (and their
descriptions) from behind a wide range of data access services discoverable and
accessible?

e What are the most important metadata elements from a researcher point of view? And
how should these be encoded so automated assistance can be provided to them.

e What as-is (meta)data are provided by the data infrastructures? And how should they
adapt to support sustainable future rehashing.

During this IMDIS session we plan to explain the approach and the latest results of the research
and prototyping work within FAIR-EASE.

List of Abbreviations

CSVW (Comma-Separated Values on the Web)

DCTerms (Dublin Core Terms)

DCAT (Data Catalog Vocabulary)

HTML (Hypertext Markup Language)

HTTP(s) (Hypertext Transfer Protocol Secure)

IMDIS (International Conference on Marine Data and Information Systems)
RDF (Resource Description Framework)

URI (Uniform Resource ldentifier)

VRE (Virtual Research Environment)
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Introduction

Nowadays the use of artificial intelligence (Al) is expanding in a multitude of areas of knowledge,
helping and accelerating many aspects of work. One of them is the object detection and
classification, in this case applied to ecosystem monitoring. The monitoring of fish populations
is of great ecological interest, and it is essential to know their status in order to determine what
fishing impact is appropriate and sustainable, considering the resilience of these habitats. For
many years, biologists have counted single species one by one in pictures in order to obtain
several metrics such as abundance, biomass and biodiversity. Today, it is possible to greatly
reduce the time spent in this process with computer vision tools such as Al-based object
detection. A great example of the comparison between the use of Al and a human has been
investigated by Ellen et al. [2020], and they found an improvement in the results when applying
these computer vision methods.

There are several models that serve these methodologies through neural networks, one of the
most established and stable is YOLO (You Only Look Once). YOLO divides an input image into
a grid and each grid cell predicts multiple bounding boxes along with class probabilities. This
grid-based approach allows YOLO to achieve impressive detection speeds. In addition, YOLO
uses a convolutional neural network architecture to extract relevant features of the input image,
enabling accurate object detection.

Data and Methods

This work uses a data-set of images obtained from OBSEA (1505 at the moment), a cabled
underwater observatory located 4 km from the coast of Vilanova i la Geltrda (Catalunya, Spain)
and at a depth of 20 m. The observatory has several marine sensors, including three video
cameras from which the frames are extracted periodically.

In order to train the algorithm, the first step is to label the images, (work carried out with
Labellmg software). Then the total number of images is divided into three blocks, one for training,
one for testing and the other for validation, normally following this percentages respectively;
70%, 20% and 10%. The first part goes through the different levels of the convolutional neural
network in order to determine the characteristics of the images. The second one is used to infer
the information contained in images it has never seen before, in order to detect the objects in
these new images. And the third part, as the name says, is used to validate the results, to collect
metrics that give us information about is the model performance. The most commonly used are
accuracy, precision, recall, mean average precision and confusion matrices.

In order to find the best model fit in the OBSEA custom data-set, a series of trainings have been
performed using different characteristics in order to get the best results, that is, the best weights.
The combinations used three species number groups (5, 12 and 16), five models (nano, small,
meduim, large and extra large), five learning rates (0.01, 0.03, 0.0033, 0.00011, 0.000037), various
data augmentation parameters and five random initial seeds.

Key findings
The best results for the 12 species group so far refer to the extra-large model, learning rate of


mailto:
mailto:pol.banos.castello@upc.edu
mailto:enoc.martinez@upc.edu

0.000037 and using data augmentation. In Figure 1 there are two relevant graphs, the
metrics/precision(B) and the metrics/recall(B), both with good values indicating a correct
prediction measure and sensitivity.

On the other hand, in Figure 1 the confusion matrix provides important information on the
detection of each species, and how much it is confused with other species or with the
background. The ideal situation would be the diagonal with values of unity for all species,
however for some species such as Mullus surmuletus the detection is poorer.
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Figure 1 Metrics of a) precision, b) recall and c) confusion matrix normalized of the 12 species considered.

Figure 2 shows some examples of fish detection at OBSEA's environment, with their associated
bounding box and detection confidence.

The model is capable of highly accurate detection of a wide diversity of fish. However, some
environmental conditions such as water turbidity can affect the detection. The next steps are
focused on further improving the model, increasing the number of species and applying real-
time detection to video streams.

‘ vjﬂ'mis chromis 0.77  Chromis chromis_ 0,630
K el
Chromis_chromis 0.81

Sparus qurgta @ 9s . ehroma 0.90iS chror Chromis_chromis 0.91

I’]mm s.qh
ol gSerranus cabrilla 0.87
Chromis chromis 0.92 { f E ,
hromis chromis_0.89)suiA !\ ‘
AN
-\

hromls chromim “n’
3

Coris julis 0.30

Figure 2 Examples of fish detections using the extra-large model at OBSEA enviroment (Vilanova i la Geltrd,
Catalunya, Spain).

Acknowledgement

This work was developed in the framework of the Research Unit Tecnoterra (ICM-CSIC/UPC)
and the following project iMagine, funded from the European Union Horizon Europe Programme
- Grant Agreement number 101058625. This work benefited from services and resources
provided by EGI with dedicated support from IFCA.



References

Ditria E.M., Lopez-Marcano S., Sievers M., Jinks E.L., Brown C.J., & Connolly R.M., (2020).
Automating the analysis of fish abundance using object detection: optimizing animal ecology with
deep learning. Frontiers in Marine Science, 429.

Jocher G,, Chaurasia A., & Qiu J., (2023). YOLO by Ultralytics (Version 8.0.0) [Computer software].
https:/github.com/ultralytics/ultralytics

Al-based fish detection and classification trials at OBSEA: available November 2023
https:/www.youtube.com/watch?v=SEw79Gdém50

Oral presentations


https://github.com/ultralytics/ultralytics
https://www.youtube.com/watch?v=SEw79Gd6m5o

ADDRESS - An Al powered tool to visualize and analyse real
time Ocean data

Sundar Ranganathan (rsundar@niot.res.in), Ramasundaram Subramanian (sundar@niot.res.in),
Sachin Kumar Devakumar (dsachin.niot@gov.in), Arulmuthiah M. (arul@niot.res.in),
Ramadass G.A. (ramadass@niot.res.in)

National Institute of Ocean Technology (India)

Understanding the oceans and their dynamic behaviour is crucial for scientific research,
environmental conservation, and practical applications ranging from weather forecasting to
maritime navigation. Moored buoy is one of the primary tools used for in-situ Ocean data
collection. The accurate collection and analysis of moored buoy data are critical for
understanding ocean dynamics, climate patterns, and ecosystem health. To streamline these
tasks and optimize data quality, CORNEA - Centre for Ocean Realtime iNformation viEw and
Archives - a State-of-Art IT infrastructure has been built for computational and visual capabilities
to bring significant benefits to ocean researchers. The most unique feature of CORNEA is the
innovative software “ADDRESS” (ADvanced Data REception and analysiS System). ADDRESS
[Venkatesan et al.,2015] is a comprehensive platform that combines data visualization, analysis,
quality control (QC), missing data imputation, and database management, with a particular focus
on utilizing the Al-ML algorithm for enhancing data quality. The features of ADDRESS tool are
discussed in detail.

»
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1. Data Visualization

ADDRESS provides an intuitive and user-friendly interface for visualizing moored buoy data in
real-time. Users can also create customized plots and graphs to explore various parameters such
as meteorological and subsurface oceanographic parameters like sea temperature, salinity, wave
height, and more.

2. Data Mining

ADDRESS is aimed at mining the data in the required format for a predictive analysis, apply
quality control routines, plot, and visualise the data in a dashboard on the go. It also reduces
manual interaction and encompasses diverse techniques for suggesting conclusions thereby
supporting decision making too.

3. Data Analysis
The software offers powerful analytical tools that enable scientists to perform in-depth data
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analysis. ADDRESS allows users to generate statistical summaries, time series analysis, and
anomaly detection to identify trends, patterns, and irregularities within the dataset.

4. Quality Control (QC)

Maintaining data quality is paramount in scientific research. ADDRESS employs advanced QC
algorithms to automatically detect and flag erroneous or inconsistent data points (Subramanian
et al.,2022). Ocean Best Practices methodology recognized by “International Oceanographic
Data and Information Exchange” (IODE) of the Intergovernmental Oceanographic Commission
(I0C) - UNESCO, is adopted to achieve quality and consistency in observation.

5. Missing Data Imputation

One of the standout features of ADDRESS is its integration with the Particle swarm optimization
(PSO) algorithm for missing data imputation. PSO algorithm optimizes the imputation process
by learning from the existing data by iteratively adjusting the positions of particles in the solution
space, the PSO algorithm attempts to find an optimal or near-optimal set of imputed values for
the missing data in the dataset with high accuracy. This ensures that datasets remain complete
and consistent, even in cases of equipment malfunctions or data transmission issues.

6. Database Integration

ADDRESS seamlessly integrates with relational databases, allowing users to store, retrieve, and
manage moored buoy data efficiently. This feature simplifies data archiving, retrieval, and sharing
among research teams, fostering collaboration and data reuse.

7. Real-time Data Updates

The software continuously receives and updates data from moored buoys in real-time, ensuring
that researchers have access to the most recent information and the ADDRESS has been
equipped with the provision to navigate to other international buoy operator’s web portals such
as OMNI-RAMA and so on. This feature is especially valuable for tracking rapidly changing ocean
conditions and responding to emerging research needs.

8. Data Dissemination

Further, the buoy data is disseminated to the global community through Global
Telecommunication Systems (GTS). The data and metadata from Indian buoy programme are
acclaimed by the global scientific community. Data from Indian buoy programme is also
published in OceanOPS (formerly JCOMMOPS), the agency that establishes a common platform,
coordinates within and amongst ocean observation communities across the globe.

Conclusion

ADDRESS represents a cutting-edge solution and mind mapping of all the met-ocean
information to oceanographers, climate scientists, and environmental researchers engaged in
the collection and analysis of moored buoy data. By combining data visualization, analysis,
quality control, ML-based missing data imputation, and seamless database integration,
ADDRESS empowers researchers to extract valuable insights from oceanographic datasets with
unparalleled efficiency and accuracy, ADDRESS contributes significantly to the advancement of
marine science and our understanding of the oceans.
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Introduction

Decision trees have long been used as tools to distill complex processes by visually outlining
paths to predictable outcomes. Simply put, it is a decision aid or simple flowchart with logic to
reach a decision. The use of trees for prediction and classification dates back to as early as the
3 century C.E with the development of the Tree of Porphyry developed by the Greek
Philosopher Porphyry [Lima, M. et al., 2013]. Today, and since the late 20t century, much of the
research on decision trees has focused on the development of algorithms for computationally
intense logic and a host of Artificial Intelligence (Al) tasks related to decision-making [de Ville,
B., 2013]. Regardless of the application, the design of a decision tree from the simplest form
used by humans as visual aids to make decisions, to its most complex form of Al tasking, utilizes
the same foundational design principles.

Decision trees to improve discoverability of methods in OBPS

Decision trees are widely used tools across various disciplines in science, applications, and
purposes, and as previously noted, vary widely in complexity. In the context of data collection
and quality assurance, the focus is to offer guidance on creating an efficient decision tree and
to discuss the design of decision tree templates that may integrate or coincide with
methodologies and best practices documentation created by the Ocean Best Practices System
(OBPS) community. Design components integrate the FAIR Data Principles of Findability,
Accessibility, Interoperability, and Reuse of digital assets [Wilkinson, M. et al., 2016]. By
integrating FAIR principles into the design, the guidance and templates will be suitable for a
wide variety of ocean data applications and ensure decision trees generated from these
templates are visible, versatile, and widely adopted by the community. While the focus has
mainly been on developing decision trees for distinct applications in ocean sciences, there is a
desire within the community for the development of decision tree tools for identifying resources
in the OBPS Repository. This effort is directly related to recommendations put forth here to
integrate FAIR principles and design criteria that may promote harvestable information for
identification of resources in the future, and further allow for data mining of information in
decision trees to identify resources for the community.

Areas of application of decision trees
Decision trees are commonly used and applicable to communities across diverse scientific
disciplines. They provide tools to understand, operationalize, and implement procedures or
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practices that influence data quality. The templates provide focus on three common purposes
that may limit options and make decisions particularly important, with examples being heavily
focused on ocean and atmospheric-related sciences: (1) “Time-based purposes” provide
recommendations where availability in terms of time may be limited. Common use cases are
field applications targeting the audience of technicians where limited time may be available for
the maintenance or management of a particular sensor or system. Decision trees of this nature
are meant to focus on maintenance and management practices that improve quality data while
considering the time constraints experienced by technicians and their working environment. (2)
“Resource-limitation purposes” become useful where resources may be limited; providing
alternative workflows based on resource limitation. Common examples are applications where
power may be a limiting factor such as buoys, gliders, or floats or where resource limitation is
experienced related to supplies, equipment, or access. (3) “Procedural purposes” suggest
procedures that are best suited to a particular application or situation. Common examples are
applications where data quality may be assessed in the field or a process to determine which
practice is best suited to their application or situation based on system, sensor, or working
environment (Figure 1).

Al/ML use case for procedural decision trees related to oceanographic data quality control

Quality control (QC) in data management is essential. These checks depend upon the climatic
condition of the region, the presumed accuracy of the instrument, and the expected accuracy
of the parameter. it is not possible to set rigid QC standards for all the data types, regions, and
seasons. Once the raw data is received, the preliminary processing and quality check is
implemented in the real-time quality control (RTQC) followed by a detailed quality check
conducted on the data in delayed mode quality control (DMQC). The RTQC basic tests are the
primary level test to ensure the data delivered are of good quality. In delayed mode, the data
undergo correlation test and range test based on long-term climatological data is applied as a
double-check measure of the RTQC. With the Al approach, a model on the available data
(parameter-wise) is trained to predict new ranges and thresholds which will suggest the decision

of quality data.
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Figure 1 Decision Tree for Moored Buoy quality control procedure. Based on the quality procedures,
the decision tree-making system was prepared using Al/ML algorithms with a given range and
threshold that suggest the decisions.



Conclusion

An approach for designing and implementing decision trees to be used throughout the entire
ocean observing value chain has been established. Decision trees, whether time-based,
resourced-limited, or procedure-based might enhance productivity and bring a comprehensive
way of guiding (1) users of the OBPS repository to discover methods, and (2) all-around ocean
professionals to implement particular methodologies following a subject-matter expert
approach. Implementation of decision trees throughout different ocean subject domains may
act as a mechanism for establishing convergent processes among dispersed or divergent
communities that use similar methods that are adapted to different situational contexts. Finally,
Al/ML has proven to play a relevant role in procedural purposes to make better decisions on
the quality of data which ensures the data’s reliability and relevance.
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MetaTransfer: Harmonizing metadata of heterogeneous data
resources in a common database framework

Susanne Feistel (susanne.feistel@io-warnemuende.de), Christiane Hassenrlick
(christiane.hassenrueck@io-warnemuende.de), Hagen Radtke
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Leibniz Institute for Baltic Sea Research Warnemiinde (Germany)

Over the past decade, the increasing variety and number of deployed sensors, observation
platforms and analytical devices, has resulted in a significant increase in the volume and complexity
of scientific data in all disciplines of marine research. This trend is expected to continue with the
development of new observation technologies and modelling approaches, calling for new
strategies and approaches for data acquisition, processing, storage, analysis, and re-use. The
widespread endeavor to manage such data according to F.A.LR. principles led to the publication
of vast amounts of datasets in a wide spectrum of databases and portals. However, while data
publications steadily progress, the quality of the accompanying metadata does not yet keep up
(e.g., next generation sequencing data publication, Figure 1). High quality metadata, though, is
essential to follow F.A.LLR. in its true intent to support and advance the re-use of published data.
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One of the obstacles to archiving high quality data and metadata is the lack of understanding of
the added value of re-usable data, as well as the requirements for re-usability, and the often
cumbersome and high-effort data archiving procedures and metadata standards.
The current customary way requires scientists to provide metadata for administration and for
publication in different locations such as modelling servers, doi servers, nucleotide sequence
databases, or metadata catalogues. Meeting the requirements of all the used metadata standards
of the different locations is time-intensive, requires expert knowledge, lacks incentivation, and
might therefore prove too much effort, since for the scientists in possession of the required meta-
information, their provision is only one out of many obligations and not the focus of their work.
Thus two interwoven problems crystalize when publishing data including high-quality metadata:
e Existing (extensive, but often not mandatory) metadata standards are not being used as
intended or as comprehensively as necessary.



e Less extensive and easier to fulfil metadata standards may not facilitate data re-use.

A solution needs to be a system that offers easy, one-time entry of metadata while at the same
time ensuring that all relevant parameters for data re-use are collected.
This may be achieved in two ways:
e interconnectedness of different data collection systems simplifies metadata submission,
since entries can be transferred.
e Implementation of metadata standards beyond only their minimum mandatory fields to
improve metadata quality for data re-use.

In the case of the Leibniz Institute for Baltic Sea Research Warnemunde (IOW), several
specialized metadata systems for different purposes already exist. These systems contain high-
quality, structured metadata:
e a Current Research Information System collecting all project information, involved
scientists, publications, events, presentations, and collaborations,
e a Hyrax server for gridded datasets created from ocean model simulations, containing
standardized metadata to provide access via the OPeNDAP protocol,
e a GeoNetwork metadata catalogue distributing metadata according to ISO standard for
geo-referenced metadata,
e a DOl server to publish datasets and software according to DataCite requirements, and
¢ a document-oriented database for DNA sequencing data and metadata in compliance with
internationally accepted metadata standards (MIxS) and compatible with external data
archives to facilitate data submission after project completion.

Our aim is to connect all these systems in a «Metalransfer Database» (Figure 2), enriching the
metadata multifold. Ideally scientists need to input metadata once in an easy-to-use web
application and only add partial information in case of using the other systems. This self
registration system uses APIs to connect to the concerned databases and retrieve already
existing metadata «per mouse click». Shared and specific metadata will be automatically
transferred and may be exported in required formats.

This presents one solution tailored to the specific needs and data infrastructure at IOW. It will
provide an easier way to collect F.A.I.R. data and metadata and thereby offer incentives to
publish better documented and re-usable datasets.

Figure 2 Entity-relationship model of Metalransfer
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The Docker Container Service for SeaDataNet Replication
Manager: Implementation for ORION RM

Kyriakos Prokopi'? (kyrpro@gmail.com), Elena Zhuk? (alenixx@gmail.com),
George Zodiatis! (oceanosgeos@gmail.com)

1ORION Research (Cyprus)
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RM as a Docker container

Replication Manager (RM) is a Java (Tomcat) web application that runs on Windows, Linux and
other Unix platforms. It is managed by IFREMER, a SeaDataNet partner, in conjunction with
partners from EUDAT (DKRZ, GRNET, CINECA, CSC, STFC), who handle cloud services, and
partner MARIS, who creates the Request Status Manager service and makes sure all three
components function properly. The ORION research and development team proposes running
RM as a Docker container, a compact software package that encapsulates code and its
dependencies to enable fast and dependable operation of the RM service across various
computing environments, such as development, testing, and production settings. This technique
allows RM to connect to a MySQL DBMS on the host server, another host machine or in a
different container, and it optimizes RM to run as several instances on a single cloud or physical
system. Significant advantages over the traditional host-level setup are offered by the new
proposed setup: (a) deployment on Linux, MacOS X, and Windows; (b) private network,
versioned, and persistent storage; (c) simple upgrade of RM dependencies, such as JDK; (d)
enhanced security due to isolation of processes, storage, networks, and containers; and (f)
dependable upscaling for running multiple RM containers for different data consumers and
teams. Combining the suggested configuration with WireGuard VPN to implement improved
network access controls is an economical and latency-optimized way to further strengthen
overall security.

Setup Overview

Created with Docker compose.

Running on Apache Tomcat v9 and JDK v11.

Ability to connect to MySQL / MariaDB on host / container.

Persistent storage for DB, data and configuration.

Non-standard / higher ports preferred.

Container stats and health can be monitored via Portainer (additional setup).
Reinforced security and access control via WireGuard VPN (additional setup).

Operational Benefits for RM as a Containerized Service
e Resource optimization - Single cloud server can serve multiple RM services as needed.
Simplified administration and monitoring via Web Ul and CLI.
Efficient and reliable storage backup with per container persistent volumes.
Efficient and secure DB access per container.
Simplified upgrade path using container dependencies.

Future Enhancements
e Automate RM configuration and deployment options.
e Improve multi-level container administration.
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Improve monitoring and event triggers.

Deploy and publish as a service stack.
Location-independent orchestration via Kubernetes.
Improve data and configuration backup automation.

ORION Dockerized RM

The Cyprus ORION RM includes 3666 CDIs and ODVs on hydrological and hydrochemical
parameter data, which were also migrated to the Dockerized RM (Figure 1). Currently, data for
each station is kept independently in an ODV file (CDI). Furthermore, the host has a MySQL
database management system (DBMS) that contains data sourced from many European and
global databases, including the SeaDataNet, EMODnet Ingestion, EMODnet Chemistry, Pangea,
and Argo portals, as well as data gathered by Cyprus institutions, pertaining to the Eastern
Mediterranean Levantine basin. All this data has received the SDN quality control. The ORION
RM uses this database [Zhuk and Zodiatis 2019] as a source of data. The ORION RM service
can be easily managed and monitored via the Portainer Ul (Figure 2).
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Figure 1 Example of ORION data in the SeaDataNet via the ORION Dockerized RM.
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Figure 2 The ORION RM service monitored via the Portainer tool.
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New Function of Oceanographic Data Center for Data
Publication and Citation

Toru Suzuki (suzuki@mirc.jha.jp)

Marine Information Research Center (Japan)

The National Oceanographic Data Centers (NODCs) and Associate Data Units (ADUs) have the
role and responsibility for collection, management and dissemination of oceanographic data
observed in IOC Member States and to exchange them among the NODCs and ADUs. Recently
major academic associations and scientific journals require to register the data used in author’s
works to public data repositories for open access with a permanent identifier, such as the Digital
Object Identifier (DOI), according to FAIR (Findable, Accessible, Interoperable and Reusable)
data principles. It means that NODCs and ADUs should undertake a new and important task as
a public data repository. The simplest way is that NODC assigns one DOI to its massive database
or product, but oceanographic data are usually obtained by measurements and observations
operated by organizations, institutes and national and international projects for ocean sciences
using vessels/platforms with many variables for long time and global coverage, then DOI should
be assigned to each measurement or observation. Actually, oceanographic data are submitted
to the Japan Oceanographic Data Center from one hundred and more Japanese institutes with
several hundreds of vessels and platforms, then a large number of DOIs will be required to assign
all submitted data individually. In fact, it is not realistic to refer to many DOls by data users in
their scientific works. One solution to facilitate citation, identification and proof of existence
for oceanographic data is that NODCs and ADUs should have a function for DOI assignment
not only for data management statistically but also according to result for data query conditions,
such as time/period, position/area, variable, measurement/sensor, vessel/platform,
organization/project or other parameters which are requested by data users. For oceanographic
data citation, namely, it should be considered to be allow a DOI of DOls, multiple DOIs (see
Figure 1), or other better solutions effectively.
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Location vocabularies of the French Fisheries Information
System

Armelle Rouyer (armelle.rouyer@ifremer.fr), William Lafarge (william.lafarge@ifremer.fr),
Céline Vignot (celine.vignot@ifremer.fr)

Ifremer (France)

The French Fisheries Informations System (SIH)

The French Fisheries Informations System (SIH) is a national scientific network for the
observation of resources and all professional fishing fleets on board. It is managed by Ifremer
and provides knowledge for research and expertise, making it possible to contribute to
sustainable exploitation. Numerous informations from fishing declarations, observations at sea
or during landing is processed and stored in « Harmonie » database, using common vocabularies
recommended by FAO, ICES, European Union and French Government.

They are used by Sacrois, a data cross-validation tool. It is an algorithm for consolidating
declarative data. Its objective is to estimate at best: Who fishes? Where? How long? With which
fishing gear? With what fishing effort? What species are fished? In what quantity? And for what
value?

Location vocabularies

Location vocabularies of the SIH are used for all the data processing from the data entry until
the map visualization. In the database, locations are organised in 94 levels and most of them
has a geographical layer associated in a shapefile format (polygon or point) digitalised in the
2010’s.

They are separated in three categories within several hierarchies in order to provide data
aggregated at different scale according to the need:

e Land areas: these vocabularies enable to map and collect the data by countries (1SO),
administrative areas (IGN), ports (United Nations Location Code).

e Areas at sea: these vocabularies are used for the reports to the European Commission or
the French Government but also to follow the fishery activity at field especially for French
overseas. They are based on fisheries organisations such as: Food and Agriculture
Organization (FAO), International Council for the Exploration of the Sea (ICES), General
Fisheries Commission for the Mediterranean (GFCM).

e Regulated areas at sea: these vocabularies are determined by limits defined in laws such
as the Exclusive Economic Zone, EU Marine Strategy Framework Directive, Marine
Protected Areas, ...

Location entities and geometries

A location entity is identified by a code, a name and an id level. When it exists, a geometry is
banked in the database. A link with the parent entity is recorded with the ratio of relationship
calculated between the surface of the child area and the parent area.

Inside a location level, polygons must not cross each other and between levels the common
limits between parent and child must correspond and be the same in order to respect the
hierarchy.

In 2023, the geographical layers (shapefiles) have been updated from the different sources (FAO,
ICES, SHOM, Marine Regions...) and corrected to align the limits between areas. The open
source geographic informations system tool QGIS has been used.
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Open Data

Most of these shapefiles will be accessible in open data in a catalog of Sextant a marine and
coastal Geographic Data Infrastructure (Ifremer) or via an APl on the website of Ifremer’s Fisheries
Informations System. Thus, they follow the INSPIRE directive and standards of the Open
Geospatial Consortium (OGC) and they will be referenced by a Digital Object Identifier (DOI).
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Figure 1 Catalog of geographical vocabularies of the French Fisheries Informations System.

Metadata are given in forms following FAIR principles (Findable, Accessible, Interoperable,
Reusable). Sources and the genealogy have been completed with the informations found but a
lack of traceability still exist for some of them. The hierarchy is also visible on each landing page
and it's easy to navigate from a level to another related. Geographical data can be downloaded
or viewable thanks to Web Map Service (WMS) and Web Feature Service (WFS).
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FAIR WISH project — automizing IGSN registration workflows
from existing databases

Linda Baldewein! (linda.baldewein@hereon.de), Mareike Wieczorek?
(Mareike.Wieczorek@awi.de), Alexander Brauser® (alexander.brauser@gfz-potsdam.de),
Simone Frenzel® (sfrenzel@gfz-potsdamde), Ulrike Kleeberg? (ulrike.kleeberg@hereon.de),
Birgit Heim? (Birgit.Heim@awi.de), Kirsten Elger® (kelger@gfz-potsdam.de)

Helmholtz-Zentrum Hereon (Germany)
2Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (Germany)
3GFZ German Research Centre for Geosciences (Germany)

The International Generic Sample Number (IGSN) is a globally unique and persistent identifier
for material samples. Within the FAIR WISH project, a generic sample registration template
called the FAIR SAMPLES Template has been developed. The modular template was developed
as an all-in-one solution for the varying use cases, with the ability for users to select only the
variables needed for their specific sample type. It has been applied to three different use cases
at different levels of digitalization of their metadata.
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Figure 1 Overview of FAIR WISH use cases of Russian-German expeditions, Ketzin pilot site and
Biogeochemical Sample Database and how they increase in level of digitalisation. All uses cases from all three
partners register their IGSNs at GFZ German Research Centre for Geosciences.

The FAIR SAMPLES Template was developed as Microsoft Excel spreadsheet and is the source
for semi-automated generation of standardized XML files required for the IGSN registration and
IGSN landing pages. The development strategy of the template was explicitly followed to meet
the practice of researchers who mainly organize their sample descriptions in tables. However,
in the use case of the Biogeochemical Sample Database, the metadata has already been digitized.
The Hereon expedition database is a fully normalized relational database that describes the
diverse metadata associated with biogeochemical campaign samples, so called long-tail data.
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It has been developed since 2016 and contains more than 12000 individual samples collected
in land and sea-based campaigns since June 2017.

The FAIR SAMPLES Template is used as the basis for selected all mandatory and optional
metadata fields for IGSN registration corresponding to metadata entries in the biogeochemical
campaign database. In total, a list of 33 different fields is selected. The IGSN itself is hierarchical,
which is considered when describing not only the samples in the database, but also their parents
of the sample type site, where the sample was collected. Thus, the database to IGSN mapping
is split into two hierarchy levels. For each mapping table, each IGSN field name is mapped to a
database field if the value is variable across all samples. Some fields, e.g., the current_archive,
are constant and pre-defined.

In an automated scripting process, the metadata from all samples and sites are extracted from
the database, mapped to the corresponding IGSN field name, expanded by the constant IGSN
fields and written into the FAIR SAMPLES Template. The template filled with metadata of more
than 12000 IGSNs is sent to the registering agent at GFZ. The IGSNs are quality controlled,
harvested, and registered. The landing pages of all samples can be found at
https:/dataservices.gfz-potsdam.de/igsn/.

Reversely, the IGSNs are stored in the biogeochemical campaign database and published
alongside the data measured at these samples.

The usage of IGSNs for samples bridges one of the last gaps in the full provenance of research
results. The FAIR WISH use case of the biogeochemical campaign database at Hereon shows
that registering IGSNs for fully digitized samples can be retroactively implemented through
automated processes.
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Maritime Spatial Planning (MSP) is a strategic and dynamic process that aims to balance the
different demands for using the sea. In Ireland, the Department of Housing, Local Government
and Heritage (DHLGH) retains overall responsibility for implementation of MSP, while the Marine
Institute provides government with MSP-related data management support. Ireland’s Maritime
Spatial Plan is the National Marine Planning Framework (NMPF). MSP is data intensive, having
to draw upon the best available data coming from many different sources. There are, therefore,
multiple challenges in managing spatial data for inclusion in Marine Plans. These challenges
include the need for data integrity to drive reproducibility; as well as providing contextual
information to enable end users to increase understanding as well as the potential for the data
to be reused independently.

The approach adopted for Maritime Spatial Planning in Ireland [Flynn, et al., 2023] demonstrates
how repeatability can be achieved for data products and the underlying processes necessary to
drive data integrity, to ensure the best data is available for decision-making. It is built upon a
framework previously developed in the Marine Institute to deliver data management processes
for MSP in Ireland [Flynn et al., 2020]. As newer and better-fitting data was identified as the
process evolved, mechanisms were also developed to integrate valuable stakeholder feedback
and to provide a uniform way to deliver, manage and update datasets. This approach illustrates
an interwoven process of updating datasets in a marine plan and the benefits of simultaneously
integrating stakeholder consultation feedback and developing repeatable data management
processes.

Stakeholder Feedback

Robust marine planning requires extensive and thorough stakeholder engagement. The aim is
to integrate input and responses to ensure the MSP process incorporates relevant expertise
and views of key audiences invested in the maritime area. The Irish MSP Stakeholder
engagement process offered a unique opportunity to provide valuable context towards how
data should be used, and what for; including how it should it be combined. The process was
iterative, with each cycle driven by stakeholder feedback. By integrating feedback from
stakeholders upstream into MSP data products on an ongoing basis, data may be utilised and
interpreted appropriately by downstream stakeholders and decision makers. Throughout the
MSP process in Ireland, the assimilation of the stakeholder participation and availability of data
and information was key to the successful delivery of the NMPF.

MSP data management

To support efforts concerning the governance, reuse and provenance of data, a quality
management framework for data was developed for Ireland’s Marine Planning data processes
[Leadbetter et al., 2020]. It served to improve data and knowledge generation; manage and
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share data and develop new products and services where appropriate. Underpinned by this
quality management framework, the collection, collation, validation, and analysis of new and
existing spatial datasets enabled the creation of a variety of maps, made publicly available for
use in policy, including for marine planning. As these datasets were used to support policy, it is
vital that they are managed in a coordinated manner to maximise the integrity of the data
available, complying with relevant legislations (INSPIRE), best practice guidelines and licensing
conditions; putting in place the framework for Maritime Spatial Planning to enable decisions
that are consistent, transparent, sustainable and evidence based. The cycle of MSP Stakeholder
and related data processes are represented in Figure 1.

Public { Expert

Congultation

Figure 1 The Quality Process employed to integrate stakeholder feedback and generate and update the maps
throughout Ireland’s MSP process.

Overall, Stakeholder engagement and robust data management are two fundamental elements
for successful maritime spatial planning. They must co-occur and evolve in tandem throughout
the MSP development, finalisation and implementation stages. Without them the adoption and
implementation of plans may be delayed or halted altogether. Examples within the literature of
systematic integration of stakeholder engagement responses into maps in a marine plan while
concurrently updating spatial datasets plan are scarce. This paper highlights an innovative
approach to managing the integrity of marine spatial data over time, while also incorporating
the concept of usability and data quality and stakeholder feedback under the guise of ‘best
available data’ in the establishment of an evidence base.
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Introduction

Making data openly accessible following the FAIR (findable-accessible-interoperable-reusable)
principles is essential if their value is to be maximized and if they shall become available for
direct access to computing systems for example for machine learning. As a result, most funding
agencies request strategies for making all scientific data available under FAIR principles.

The German Marine Research Alliance (DAM) coordinates research data management activities
in the field of marine research in Germany. One example is the Underway Research Data project
which aims to improve and standardize the systematic data collection and data evaluation for
expeditions with German research vessels. So far, this has only been applied to data from
permanently installed sensors. Since the work- and dataflows implemented within the Underway
Research Data project are generic, seismic data could easily be added to the portfolio of data
transferred onshore via the Mass Data Management (MDM). All it needed was the development
of a metadata standard and a standard operation procedure for seismic data.

Seismic data have been notoriously difficult to describe as they tend to be heavily processed
and some of the processing routines are proprietary. Here, we present a first step towards
standardization of metadata for marine reflection seismic data on board large German marine
research vessels.

As part of the National Research Data Infrastructure for Earth System Sciences (NFDI,Earth),
GEOMAR has initiated the pilot study German Marine Seismic Data Access for the implementation
of the FAIR principles for 2D multi-channel reflection seismic data. The pilot study was funded
for one year in cooperation with the University of Hamburg and the University of Bremen and
is now being continued as part of the DataHub initiative within the research field Earth an
Environment of the Helmholtz Association and supported by the Underway Research Data
project coordinated by the German Marine Research Alliance (DAM). We have implemented a
standard operation procedure and a basic metadata standard for the long-term archival of raw
2D multichannel seismic data collected on board German research vessels. The metadata
standard has been tested for different set-ups as each institute and university uses different
gear and recording systems on board.

From a socio-cultural point of view, this process has already proven to be extremely beneficial
as it has brought the scientific community together. In addition, it makes a direct data transfer
of the raw data from the research vessel to the repository PANGAEA possible via a mass data
storage device. This process is fully transparent to the users and supports them to fulfill their
data management duties.

Data flow
On board, seismic raw data will be recorded on a single-shot basis, while an ASCII file for each
shot will be generated containing all the necessary metadata. The data file and its related ASCII
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file will then be transferred via the Mass Data Management (MDM) system onshore and will be
subject to quality control before being semiautomatically archived at the repository PANGAEA.
PANGAEA is a worldwide established repository fulfilling the FAIR principles. Before the
publishing of raw seismic data in PANGAEA, the metadata are already available at institutional
data access platforms, e.g.,, GEOMAR’s ocean science information system OSIS. OSIS serves as
a central information hub for various marine research activities like expeditions, simulations,
and experiments with links to publications, reports, maps, samples, data, and code repositories
but also as an internal data exchange platform for ongoing projects. Currently, a new version is
in development to enhance interoperability.

Ship tracks along which seismic data has been acquired will be visualized within the German
Marine Data Portal (marine-data.de) for the public to ensure user-friendly findability and access,
especially for the seismic research and industry community.

Cruise Metadata

Ship Sensor Data

PANGAEA
Repository

Raw Seismic Data

e Marine Data Portal

Seismic Metadata

Figure 1 Schema for data transfer developed within the DAM underway research data project.

The German Marine Data Portal provides user-friendly, centralized access to marine research
data, reports, and publications from a wide range of data repositories and libraries in the context
of German marine research. It supports machine-readable, data-driven science and the
development of cloud computing in science. The Marine Data Portal also provides different
map-based viewers to explore and find data. The ship tracklines along which seismic data have
been acquired will be visualized along with metadata in the viewer after being archived at
PANGAEA.

Conclusion and Outlook

Metadata standardization for raw reflection seismic data collected on German research vessels
facilitates the direct transfer of these data from research vessels to the PANGAEA data
repository for their publication according to the FAIR principles. Tight coordination within the
German seismic community with data centers abroad and the Open Subsurface Data Universe
(OSDU) industry initiative will ensure that the development is sustainable and may serve as a
template for future seismic data archival initiatives. The next steps include the development of
metadata standards for processed seismic data, 3D seismic data, sub-bottom profiler data, and
ocean bottom seismic data.
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Introduction

Oceanographic Research Vessels, like the new RV Belgica, fulfil their scientific role by performing
campaigns with specific scientific investigation and by continuously measuring the properties
of the atmosphere and the water. Continuous data serve a wide range of users: the involved
researchers, the global marine research community and private companies, the in-house
dissemination tools® and various Data infrastructures that RBINS constitutes and contributes
to (e.g., GOSUD, INSPIRE, SeaDataNet, ... ). To meet the requirements of the different users a
fully operational sensor-to-client data flow has been developed for all bound sensors that serves
rich, standardized and quality-controlled data in near-real time.

Data flow

Figure 1 shows the different components used for the automated data acquisition. Before the
actual data dissemination to the different clients, the data needs to 1) get transferred from vessel
to shore and imported into a replica of the vessel database, 2) be transferred to the database
with standardization and metadata enrichment, 3) be quality controlled, 4) be sub-sampled and
transferred to the production database.
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Figure 1 Automated Sensor-to-client data flow for en-route data processing and dissemination.

1. Around 500 observations are measured every 10 seconds on-board. This includes
meteorological, navigation, operational and physical/chemical parameters. A compressed
selection of those parameters is sent via V-SAT connection every 10 minutes to an on-
shore FTP server. Those data are imported into a replica of the Microsoft SQL vessel
database, which is pruned regularly to save on storage. This database is vendor-specific
and only serves the on-board data acquisition software but doesn't store the data in any
standardized way. A second database is therefore needed for long-term storage.

2. A Java/Hibernate application selects the data in the database, standardizes and geo-
references them. The data are then imported into the full PostgreSQL database using the

3 https://odnature.naturalsciences.be/odanext/en
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OGC SensorThings APl endpoint. The database schema follows the SensorThings data
model and is enriched with the necessary metadata (NERC-controlled vocabularies PO1,
P02, P06, LO5, L22 and L20). The Fraunhofer FROST implementation provides a properties
Jsonb column that can be easily used to incorporate NERC vocabularies.

3. APython application connects to the SensorThings APl endpoint and performs automated
quality checks on the location, range, gradient and spikes. The L20 quality flags are
updated according to the test results. If the data passes the different tests, it gets a
“probably good” flag. The “good” flag is only granted when a human check is performed.

4. For performance reasons only a downsampled version of the data is exposed publicly. The
time-series frequency is reduced to 10 minutes data, using only data that passed the
quality checks, which is enough for most data clients. Full-frequency data access is
exposed only internally at RBINS.

Implementation principles

The variety of user-profiles interested in our data is the best incentive to only store standardized
data. We must be able to easily generate datasets for the different users with a minimum level
of data transformations. For this reason, the FAIR principles have been followed during every
step of the data architecture development. In previous projects, we developed an open-source
solution for the provision of INSPIRE-compliant metadata and data using Geonetwork and
Geoserver (https:/metadata.naturalsciences.be). These applications are closely following the
Open Geospatial Consortium Standards (amongst others) and benefit from an active community.
We decided to continue using the OGC Standards family with the Sensor Web Enablement
(SWE) Standards (SensorML, SensorThings and Observations & Measurements).

Two Standards are defined in SWE, Sensor Observations Service (SOS) and SensorThings API.
Based on our previous experience with SOS* we decided to select the dockerized FROST
SensorThings APl open-source implementation (https:/sensors.naturalsciences.be/sta). The data
model is simple, exposed using JSON and comes with powerful REST capabilities (time and
spatial filtering, join operations, etc.). For data dissemination, two approaches are used in parallel,
the datastreams and the multi-datastreams. Datastreams are simple time-series, useful if you
are interested only in a few parameters, but not handy if you need to retrieve a lot of parameters
simultaneously. For that we created ad-hoc multidatastream end-points that gather the
interesting data in one place (e.g., all data for the GOSUD repository or the RV Belgica website).

Conclusions
A fully automated near-real-time vessel-to-client data transfer has been implemented for the
en-route data of the new RV Belgica. It includes the transfer itself, metadata enrichment, data
standardization, quality checks and data dissemination. The infrastructure has been
implemented using mainly existing open-source solutions, although some small components
have been developed internally (data normalization and quality control). The quality control
package is available on GitHub as open source®. The FROST OGC SensorThings API proves to
be a simple and reliable standard for the management and dissemination of sensor data,
including various metadata (quality flags, geo-referencing, sensor information, etc.). One of the
main issues is to ensure that the API performances for data retrieval (including filtering actions)
are acceptable over time regardless of the database size. We decided to publicly expose only a
sub-sampled version of the data for that purpose.
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The Data Center of the Marine Technology Unit of the Spanish Research Council (UTM-CSIC)
is responsible for managing a large volume of spatial data generated during oceanographic
campaigns carried out on CSIC research vessels that are part of the Singular Scientific-Technical
Infrastructure “FLOTA” of the Ministry of Science and Innovation (MICINN).

To carry out this management, the data center has a Spatial Data Infrastructure that consists of
a Catalogue of Oceanographic Cruises and datasets (with data from 1991 to the present), a
Geoportal with basic OGC geoservices that allows for consulting maps by cruises and creating
your own maps, as well as other web services and applications that enable viewing, performing
quality control, and downloading underway data such as temperature, salinity, or meteorological
data obtained during the cruises. Likewise, there is also a download service for all types of raw
data, in this case only for restricted users.

& dato@utm.csices | . +34 932309 610 ¥y o0
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Different types of entries are shown in our data catalogue and uploaded to SeaDataNet: Cruise
Summary Reports (CSRs) for reporting on cruises or field experiments at sea, and Common Data
Indexes (CDIs) for reporting the different types of data that have been obtained during the cruises.
As creators of these metadata entries, we have developed Python scripts to assist in their
generation. Our tool directly references previously uploaded and approved cruise CSRs on the
SeaDataNet Catalogue to populate new Common Data Index (CDI) files, using a standardized CDI
modeled with Mikado. Additionally, it processes a CSV log file containing all onboard events to
create a CDI file for each event of the oceanographic campaign. Furthermore, the script makes use
of different web services developed by our Data Centre to extract the cruise GML track and
bounding box information and insert it into the CDIs files for continuous data. These CDIs adhere
to common SeaDataNet (SDN) vocabularies, maintained by BODC, ensuring interoperability and
adherence to FAIR data principles in XML metadata descriptions.

In the field of oceanographic metadata generation, researchers and data managers have several
options at their disposal. Tools such as Mikado, ODV, NEMO, BODC Tools, OceanBrowser, and
EMODnet MEDI offer varying degrees of functionality and ease of use for creating metadata
compliant with SeaDataNet standards. While each tool presents its own strengths and capabilities,
technicians may seek a solution that streamlines the process and ensures user-friendly, automated
metadata generation. In response to this need, we developed CDlgen, a tool specifically designed
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to generate oceanographic metadata in a user-friendly and automated way. CDlgen not only
simplifies the metadata creation process but also enhances efficiency, allowing technicians to
produce large quantities of metadata seamlessly, thus facilitating the management and sharing of
oceanographic data.

The CDlgenerator has proven highly beneficial, significantly automating manual tasks and minimizing
human errors in metadata descriptor creation. Given the substantial volume of spatial data generated
during oceanographic campaigns, this tool greatly enhances the productivity and efficiency of our
Data Center technicians. Now, we can generate vast quantities of metadata in mere milliseconds,
ready for submission to the SDN catalogue. Moreover, all vocabularies, organizations, and CSR
references are updated daily via system services, with manual updates available through a designated
button. The Python scripts are meticulously organized and extensively commented for usability by
any Python user. Additionally, all necessary scripts and libraries will be maintained over time and
remain accessible on our GitHub repository (https:/github.com/utmdata), where community
suggestions and contributions are welcomed and encouraged.

Initially developed for Google Colab, the script enables any user, regardless of Python proficiency
or tools, to run the code easily. Furthermore, from this Python script, we developed a web
application using Flask, simplifying the process further. Now, users can easily create and download
metadata files from any location with an internet-connected browser, without additional specific
software requirements.

This web application will continue to evolve and be improved over time. Although currently tailored
to UTM Data Centre, our ultimate objective is to create a fully customizable CDI generator. This
would enable Data Centers worldwide using SDN standardized vocabularies to customize, create,
and download their CDIs, thereby simplifying the submission process to the SeaDataNet CDI
catalogue. Our aim is to foster community engagement and facilitate participation in the SDN
community by offering an intuitive, user-friendly approach.

In essence, our endeavors at the Data Center of the Marine Technology Unit reflect a commitment
to not only managing vast amounts of oceanographic data but also to streamlining processes and
fostering collaboration within the community. Through the development of robust tools and
continuous refinement of methodologies, we strive to uphold the FAIR principles in data
management. As we look towards the future, we remain dedicated to enhancing our capabilities,
embracing new technologies, and working alongside people worldwide to advance our
understanding of the world’s oceans. Together, we aim to build a more interconnected and
empowered community, united in our pursuit of efficient data management practices and
promoting the sharing of oceanographic data.
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Oceanographic research faces a crucial challenge in efficiently managing data collected from
diverse research vessels. These vessels, each equipped with unique sensors and operating in
many marine environments, generate vast amounts of valuable data. However, traditional data
management approaches struggle to integrate and query data from multiple vessels
simultaneously. Researchers often need to access data from various vessels together to gain
comprehensive insights and make informed decisions.
In our case, the underway data from oceanographic vessels managed by the Marine Technology
Unit of the CSIC is received in real time at the Data Centre. Upon arrival, it undergoes real-time
processing to be disseminated and used in different applications developed by the Data Centre,
as well as by those users who wish to do so through our web services. These web services
provide users with the ability to access real-time data and query our stored historical data,
facilitating their integration into visualization applications. We have different options to serve
the data, from databases stored in Postgresql and served through OGC services through
Geoserver, to more personalized web services for our customized applications, such as:

e getlast: Last datagram received from the vessels.

e getPoint: Real time information in both KML format and JSON.

e getSerie: It concatenates the ongoing files (NAV, MET, TSS) in order to obtain a CSV

between two dates.
e getline: Track between 2 dates in JSON format.
o getTrack: Cruise track in WKT, geoJSON and GML. An option for selecting the number of nodes
you need in order to satisfy the limitation of Mikado software when generating the GML.
e getBBox: Bounding box calculated from the tracks of the cruises stored in the database.

Our OGC services are WMS (Web Map Service) and WFS (Web Feature Service) services that allow
us to query the oceanographic cruise tracks, the position of different types of stations and
operations carried out on board the vessels, which can also be consulted through our data portal
http:/data.utm.csic.es/.

It's worth noting that the process of capturing UDPs in Bash, saving series in daily files, and the
web services themselves are developed in PHP. This setup ensures the system remains lightweight.
Additionally, the data can be utilized in JSON format.

Fleet app

Most of the current oceanographic data management and visualization applications often focus
on individual vessels, leading to fragmented data access and limited integration capabilities. While
some systems offer vessel-specific data querying, there is a lack of solutions that enable
simultaneous querying of data from multiple vessels and visualizing them.

The Fleet application allows simultaneous viewing of the positions of various vessels in our fleet,
providing real-time access to underway data stored on our servers. For real-time data and historical
queries, the application relies on two of our customized services previously mentioned, getPoint
and getSerie, enabling users to query time series data. This information can be visualized through
graphs for desired variables and can also be downloaded to the user’s local disk for further
processing. It's important to mention that the data available for viewing is always open data from
ongoing cruises, and data acquired during cruises may not always be available for download.
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Figure 1 Schema showing the system from the UDP’s to the web app’s.

The application is developed using the very lightweight map library Leaflet.js along with some
of its plugins and custom-developed tools, integrated with the powerful data querying and
visualization opensource web mapping tool Grafana.
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Adaptive Archives for Reproducibility in Complex Software
Environments

Edvin Fuglebakk (edvin.fuglebakk@hi.no), Anthony Hennessey (anthony.hennessey@hi.no)

Institute of Marine Research (Norway)

Reproduction and corroborative analysis

Quantitative scientific results rely on data collection, scientific models and methods for
estimation of model parameters. They also rely crucially on the correct implementation of
models and methods, which usually means the implementation of a computer program.
Correctness of scientific software cannot be assured, and general experience with software has
taught the modern scientist to expect the presence of occasional bugs. This is a situation familiar
to the scientist, as scientific knowledge in general relies on corroboration, rather than proof of
correctness. As for other scientific knowledge, it is important that data products can be subject
to continuous criticism and corroboration, even after it has entered into the scientific record.
For time-series data one can easily envision a computation to be questioned decades after it
was first computed. Concerns about correctness of implementation are naturally addressed by
adding tests to the software producing a data product. Similarly, concerns about the applicability
of data, methods or models are often answerable by implementing variants of the computation
that produced the original result. For instance, the robustness of results to model assumptions
may be investigated by making changes to the scripts and running them again. In the end the
analysis must also be re-run to correct the record, in the event that errors in results have been
revealed. It is therefore invaluable to archive not only the computed results that form a data
product, but also the input data, execution parameters, and scripts used. Archives need to
support reproducibility in this classical sense of corroborating results, not just the ability to
recompute exactly the original result. See Goodman et al. for a clarifying discussion on concepts
of reproducibility.

Support for such reproducibility is in principle provided by popular tools for managing
computation of data products, such as StoX (Johnsen et al.)® or the Transparent Assessment
Framework (TAF)’.

Reproduction with complex environments

A major complication arise however, once we appreciate that modern software practices tends
to delegate most of the implementation to underlying libraries or dependencies. These libraries
are all part of the software that provides scientific knowledge. Library updates may fix or
introduce bugs that may change previously calculated quantities, and checking the consequence
of updates is a natural extension of delegating the implementation to an external library in the
first place. One has to maintain a software environment that is up to date, at the cost of
continuously adapting archived code as bugs are revealed or library maintainers stop providing
updates compatible with the updated environment.

Adaptive archives

In practice, simply having stored code and input data along with data products does not ensure
reproducibility a year or two later. They need to be adapted to an updated environment. We
seek to facilitate this by making use of continuous integration support provided by the DevOps

¢ https://stoxproject.github.io/StoX/
7 https://www.ices.dk/data/assessment-tools/Pages/transparent-assessment-framework.aspx
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plaform GitLab®. Conceptually we maintain three environments: stable, testing and unstable.
These environments encompass R, a curated set of R packages, and various system
dependencies. The stable environment is made available on all platforms across the institute
and is the environment users experience day-to-day. This is kept up to date with library updates,
but at a reasonable frequency that allows some time for checking the consequences these
updates have for existing data products. The testing and unstable environments principally exist
for use in the in the GitLab pipelines (as docker containers). In the context of this discussion
unstable is most interesting; each day all available environment updates are automatically
incorporated into unstable and every night all projects are tested in the unstable containers, it is
these tests that expose how updates across the software ecosystem impact re-computability.
Failures during nightly tests against unstable are alerted to the IT support team who screen them
for technical issues and alert remaining issues to the project owner. Updates are introduced into
the stable environment only after project owners and IT support has had some time to make
necessary adaptation. Figure 1 illustrates this process.

%

Scientist

<alert>

A

Software Engineer

P | build unstable I I |
./ environments run tests

Figure 1 Conceptual representation of the nightly tests for re-computability.

Continuous
integration

The function of the continuous integration platform is both to automatically generate the
unstable test environments and to automatically run tests in each of these environments. The
test themselves are not prescribed by this setup and can be anything that is scripted and run
within the environments. For the purposes of monitoring the data products these tests
implements a comparison between computed and archived data products, so that any updates
that changes the result of calculation is detected, and project owners are alerted.

Integration with other reproducibility systems

The framework is general enough to support anything implemented in R, which includes two
reproducibility systems that we rely in at the Institute of Marine Research: StoX and TAF. We
take full advantage of the support for estimation, documentation and transparency provided by
these systems. In addition, by archiving copies of StoX projects and TAF projects in our gitlab
repositories, we also gain the ability to monitor their compatibility with new software
environments, pinpointing exactly when updates are causing problems and keeping our data
products at all times ready to be modified, and re-run for corroborative analysis.

8 https://about.gitlab.com/
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Shipboard ADCP data: from acquisition to standardization and
distribution in European IRs
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Michéle Fichaut (m.fichaut@free.fr), Léa Franc (lea.franc@ifremer.fr),
Pascale Lherminier (pascale.lherminier@ifremer.fr), Tina Odaka (tina.odaka@ifremer.fr)

Ifremer (France)

Most of the Research Vessels in the French Oceanographic Fleet (FOF) are equipped with
Shipboard ADCP (SADCP) mounted on the hull and acquire underway ocean current
measurements, from the coast to the open sea.

We propose to describe the SADCP workflow (Figure 1) from the data acquisition to the
dissemination through European portals.

o Cascade o -% SDN/ADCP o .

format proo- -
Cascade |[JRESUSUSI Octopus Netedf ~ SeaDataNet
( ) —_—

HIES —_—

(Netedf)

;_\__F-'--‘

CDI

SISMER

Cruise DB central

Figure 1 Workflow of SADCP data from FOF Research Vessels.

SADCP data (post-)processing and qualification

Guided by the necessity of using high-quality current data for its research projects, the
Laboratory for Ocean Physics and Satellite remote sensing (IFREMER/LOPS) developed a
software called CASCADE to compile, correct and qualify the data provided by the SADCP of
research vessels. A SADCP acquires currents measured along each of its beams. A software is
needed to transform beam velocities into earth coordinates and remove the motion of the ship
to obtain: ocean velocity, using ancillary measurements such as heading and position. CASCADE
software has been used for several years in an operational context by the SISMER French
National Oceanographic Data Center. It can be used easily on *STA (for “Short Term Average”)
or *LTA STA (for “Long Term Average”) files generated by the acquisition RDI software VMDAS
(in terrestrial coordinates). CASCADE converts the *TA files in a single NetCDF survey file and
cleans the data according to adjustable parameters. It is possible to diagnose and correct for a
misalignment or a bad amplitude of the SADCP. It also adds useful ancillary variables: barotropic
tide and bathymetry. Data can then be filtered or averaged along specific sections or stations.
Graphic outputs of many kinds are displayed and saved to check the processing and illustrate a
data report (Figure 2).

SADCP data standardization: Octopus converter

In the framework of EuroGO-SHIP, a converter has been developed to convert SADCP data at
OceanSITES netCDF format (as the output of the CASCADE software) to the standardized
SeaDataNet NetCDF TrajectoryProfile format. It has been integrated into the SeaDataNet
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Octopus software which is already specialised in conversions to SeaDataNet format from
different input formats like EGO for glider data, MGD77 for Magnetism, Gravimetry, and Depth
data sets. The SeaDataNet NetCDF (CF) format is encoded in CF-compliant NetCDF together
with the usage metadata relying on SeaDataNet standards (common Vocabularies, Quality Flag
scale). All French SADCP data issued from CASCADE software will be converted to SeaDataNet
format, beginning by a demonstration on the OVIDE-A25 section which has been carried out
biennially since 2002.

1000 Section : 11
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Figure 2 Example of SADCP 38kHz data visualisation from OVIDE 2018 survey using CASCADE software. Left
panel: vectors of current in 3 different depth layers. Right panel: section of zonal (U) and meridional (V) current
near Greenland.

SADCP data distribution into SeaDataNet infrastructure and an EuroGO-SHIP portal
Standardized metadata (Common Data Index or CDI) will be created to disseminate these
standardized SADCP'’s files to the European SeaDataNet research infrastructure. The CDI service
gives users a highly detailed insight in the availability and geographical spreading of marine data
sets, that are managed by the SeaDataNet data centres. Moreover, it provides a unique interface
for requesting access, and if granted, for downloading data sets from the distributed data centres
across Europe.

In a second step, a webportal will be set up to access directly to GO-SHIP data through the
SeaDataNet infrastructure and will allow the users to visualize them.

Perspectives

The next step will be to write a converter from CODAS format to SeaDataNet NetCDF
TrajectoryProfile format. This will allow to enlarge the ADCP sources of ocean currents to data
processed by CODAS by French and other international research institutes.
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Interoperable services as foundation for data access and
processing

Alexandra Kokkinaki! (alexk@noc.ac.uk), Peter Thijsse?, peter@maris.nl), Tjerk Krijger?
(tierk@maris.nl), Marc Portier® (marc.portier@VLIZ.be), Gwen Moncoiffé! (gmon@noc.ac.uk),
Paul Weerheim? (paul@maris.nl)

1British Oceanographic Data Centre - BODC (UK)
2MARIS (The Netherlands)
SVLIZ, Flanders Marine Institute (Belgium)

The problem in context

One of the aims of the Blue-Cloud 2026 and FAIR-EASE projects is to offer users Virtual
Labs and a Virtual Research Environment (VRE) in which they can process and visualise
marine- and other domain datasets from a wide range of data infrastructures. A key
component of both projects is the Data Discovery and Access service (DDAS), which provides
easy access to diverse distributed datasets offered by Blue Cloud Data Infrastructures (BDls)
and other data providers relevant to the FAIR-EASE project. These datasets have been
harmonised to adhere to the 1ISO19115 standard, thanks to the geoDAB broker, which is an
essential component of DDAS. The geoDAB broker connects to a variety of heterogeneous
data services, that comply with standards like the Catalogue Service for the Web (CSW),
Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH) and 1SO
19115/19139) and collects metadata records heterogeneously encoded and harmonises
them to meet the ISO19115 metadata model. Although the web services comply with the
above-mentioned standards, machine to machine access is not yet enabled, as their
descriptions are not harmonised nor are they machine actionable. This hinders web service
discoverability, accessibility interoperability and reusability.

Subsetting services

A similar situation exists with subsetting services. Both FAIR-EASE and Blue-Cloud 2026 follow
user requirements for more direct data access and data processing, offering services to facilitate
access to subsets of data, where possible. Often original datafiles are too large or too many, and
contain too many parameters the user may not be interested in. The advancement in subsetting
software has led to an increase in BDIs providing subsetting services. In order to facilitate
harmonised, machine-actionable, and ultimately scalable access to subsetting services, it's
imperative that these services also provide harmonised and machine-actionable descriptions,
aligned with the above-mentioned data services.

Research question

In the FAIR-EASE and Blue-Cloud projects we encountered a variety of machine-to-machine
data access services that require harmonisation. This led us to focus on the following main
research question:

“Define a schema to describe web services offered by a diverse range of service providers using
a standard model and vocabulary that facilitates the consumption and aggregation of metadata
from multiple providers.”

This will lead to more FAIR services as it will increase their discoverability and automatic
utilisation. Consequently, software applications capable of universal discovery and consumption
of compliant services will emerge, simplifying development efforts. This question is equally
relevant to the interoperability of EOSC services where no generally accepted solution exists.
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An initial analysis of existing ontologies and gaps could lead to a set of recommendations. This
will be presented during the session.

Service semantic artefacts

In order to achieve FAIR data access services, these must be semantically described using FAIR
ontologies/vocabularies in a standardised manner, so that the following information is made
available: what the service does; how it works; how to access it. This must not be mistaken with
FAIRsFAIR'’s FAIR Assessment Framework for Data Services (1) which is a set of guidelines used
to assess on a high level how well data services support FAIR data, and not the FAIRness of the
actual services.

A preliminary list of available vocabularies, ontologies and standards for describing services has
been drafted and includes OWL-S?, OpenAPI Specification®, smartAPI'? project, Dublin Core
Metadata Initiative? (DCMI), Data Catalog 3 (DCAT 3)%3, Hydra'* and schema.org?. Schema.org
guidance on service descriptions is provided by both the Earth Science Information Partners
(ESIP) science-on-schema.org (SOSO)* cluster and Ocean Data Information System (ODIS)’
although they cannot yet cover our needs for machine to machine (M2M) interoperability and
actionability.

Application in the frame of FAIR-EASE

As part of the wider FAIR-EASE asset catalogue, the aim is to compile a list of data access
services with standardised descriptions that will not only help developers navigate the API
documentation and software libraries, but also enable machines (generic clients) to effectively
select and execute the targeted data-requests. In a subsequent phase, this process might be
further automated so that a generic request from a Virtual Research Environment (VRE) can
select an appropriate data access service along with instructions on how to access it, resulting
in a list of specific subset URLs for seamless retrieval and further processing.
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Linked Open Data in ISPRA: Semantic web for Marine
Observations
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Linked open data in ISPRA

Environmental and oceanographic data plays a pivotal role in creating sustainable knowledge
chains by providing valuable insights for reasearchers, decision-makers, communities, and citizens.
However, disparate datasets that require manual manipulation on spreadsheets can add
significant complexity, generate more questions than answers, and hinder the creation of useful
knowledge. The large volume of data, driven by the new technologies applied to the observation
(such as new sensors, satellite observations, and enhanced transmission and storage capacities),
the need to monitor numerous events along coastlines, and the growing trend of “open data,’
has led to a substantial influx of data on the web. However, increasingly, we are faced with a
large number of “values” lacking a clear informative description of 