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A B S T R A C T   

The proxy for phytoplankton biomass, Chlorophyll a (Chl a), is an important variable to assess the health and 
state of the oceans which are under increasing anthropogenic pressures. Prior to the operational use of satellite 
ocean-colour Chl a to monitor the oceans, rigorous assessments of algorithm performance are necessary to select 
the most suitable products. Due to their inaccessibility, the oligotrophic open-ocean gyres are under-sampled and 
therefore under-represented in global in situ data sets. The Atlantic Meridional Transect (AMT) campaigns fill the 
sampling gap in Atlantic oligotrophic waters. In-water underway spectrophotometric data were collected on 
three AMT field campaigns in 2016, 2017 and 2018 to assess the performance of Sentinel-3A (S3-A) and Sentinel- 
3B (S3-B) Ocean and Land Colour Instrument (OLCI) products. Three Chl a algorithms for OLCI were compared: 
Processing baseline (pb) 2, which uses the ocean colour 4 band ratio algorithm (OC4Me); pb 3 (OL_L2M.003.00) 
which uses OC4Me and a colour index (CI); and POLYMER v4.8 which models atmosphere and water reflectance 
and retrieves Chl a as a part of its spectral matching inversion. The POLYMER Chl a for S-3A OLCI performed 
best. The S-3A OLCI pb 2 tended to under-estimate Chl a especially at low concentrations, while the updated 
OL_L2M.003.00 provided significant improvements at low concentrations. OLCI data were also compared to 
MODIS-Aqua (R2018 processing) and Suomi-NPP VIIRS standard products. MODIS-Aqua exhibited good per
formance similar to OLCI POLYMER whereas Suomi-NPP VIIRS exhibited a slight under-estimate at higher Chl a 
values. The reasons for the differences were that S-3A OLCI pb 2 Rrs were over-estimated at blue bands which 
caused the under-estimate in Chl a. There were also some artefacts in the Rrs spectral shape of VIIRS which 
caused Chl a to be under-estimated at values >0.1 mg m-3. In addition, using in situ Rrs to compute Chl a with 
OC4Me we found a bias of 25% for these waters, related to the implementation of the OC4ME algorithm for S-3A 
OLCI. By comparison, the updated OLCI processor OL_L2M.003.00 significantly improved the Chl a retrievals at 
lower concentrations corresponding to the AMT measurements. S-3A and S-3B OLCI Chl a products were also 
compared during the Sentinel-3 mission tandem phase (the period when S-3A and S-3B were flying 30 sec apart 
along the same orbit). Both S-3A and S-3B OLCI pb 2 under-estimated Chl a especially at low values and the trend 
was greater for S-3A compared to S-3B. The performance of OLCI was improved by using either OL_L2M.003.00 
or POLYMER Chl a. Analysis of coincident satellite images for S-3A OLCI, MODIS-Aqua and VIIRS as composites 
and over large areas illustrated that OLCI POLYMER gave the highest Chl a concentrations and percentage (%) 
coverage over the north and south Atlantic gyres, and OLCI pb 2 produced the lowest Chl a and % coverage.   
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1. Introduction 

Studying Chlorophyll a (Chl a), a proxy of phytoplankton biomass, is 
fundamental to understanding the role that phytoplankton play in ma
rine biogeochemistry, including the carbon cycle, the flow of energy 
through the trophic food web and climate feedback (Groom et al., 2019; 
Werdell et al., 2018). Large scale spatial and temporal patterns in Chl a 
can be obtained from ocean-colour satellite remote sensing, which can 
undoubtedly aid our understanding of biogeochemical cycles in the 
ocean (Chang et al., 2015; Siegel et al., 2014). The study of Chl a from 
satellite started with the first experimental Ocean Colour (OC) instru
ment in 1978, the Coastal Zone Colour Scanner (CZCS). Since 1997, a 
succession of ocean colour satellites have been launched, mainly by the 
National Aeronautics and Space Administration (NASA) and European 
Space Agency (ESA), and also from Indian Space Research Organisation, 
China National Space Agency and geostationary OC satellites launched 
by the Korean Ocean Satellite Centre and Japanese Meteorological 
Agency. These OC missions have provided data at an unprecedented 
frequency, both in time and space, to enable synoptic tracking of 
changes in phytoplankton biomass across the world’s oceans, which had 
not previously been possible (Blondeau-Patissier et al., 2014). The 
global ocean-colour data record is now more than twenty years old and 
has provided insight into recent global trends in Chl a, showing that due 
to climate change, Chl a is decreasing in some parts of the ocean and 
increasing in other areas (Gregg et al., 2017; Martinez et al., 2009; 
Dutkiewicz et al., 2019; Siegel and Franz, 2010). The recent Copernicus 
Sentinel mission was launched in 2015 and will provide a further two 
decades of ocean colour data (Donlon et al., 2012). 

1.1. Measurement protocols for assessing Ocean Colour products 

At the launch of SeaWiFS, the accepted measurement protocol for the 
determination of in situ Chl a for satellite validation was either High 
Performance Liquid Chromatography (HPLC) or spectrophotometric 
measurements (Mueller, 2000). Based on this, NASA then assembled a 
comprehensive in situ data base of Chl a and other optical properties, 
which led to the formation of SeaWiFS bio-Optical Archive and Storage 
System (SeaBASS) and NASA bio-Optical Marine Algorithm Dataset 
(NOMAD) (Werdell and Bailey, 2005). After more than 20 years using 
these protocols, the number of co-incident satellite and in situ Chl a 
measurements are still low compared with other ocean variables like 
temperature. SeaBASS and NOMAD databases also have a dispropor
tionate amount of high Chl a data from coastal and shelf regions where 
concentrations are generally >0.1 mg m− 3 (Brewin et al., 2016). When 
these data are used to construct Chl a algorithms, the large errors 
associated with high in situ Chl a data inflate the overall error calculated 
by the algorithm, unless the bias in the distribution of data is accounted 
for (Moore et al., 2009). 

To increase the number of match-ups obtained from remote areas, a 
recent revision of these satellite validation protocols has resulted in the 
development of underway methods to measure Chl a (IOCCG, 2018). 
The technique is based on inherent optical property measurements of sea 
surface particles using ship based flow-through systems (Dall’Olmo 
et al., 2009; Dall’Olmo et al., 2012; Koponen et al., 2007; Slade et al., 
2010; Westberry et al., 2010). Field campaigns such as the Atlantic 
Meridional Transect (AMT), which was utilised during the NASA Sea
WiFS era for the development of the OC4 algorithm (O’Reilly et al., 
1998), offer an opportunity to deploy flow-through systems for the 
validation of algorithms in open-ocean, oligotrophic waters of the 
Atlantic Ocean. 

1.2. Accuracy assessment of Sentinel-3 OLCI data 

Comprehensive comparisons of satellite data with field measure
ments are fundamental for assessing the accuracy of satellite missions 
(McClain et al., 2004), due to a multitude of uncertainties, mismatches, 

and sources of error. Validation of satellite Rrs and Lw requires accurate 
and comprehensive in situ datasets covering a wide dynamic range of 
water properties, which take a significant amount of time and resources 
to collect (Barnes et al., 2019). 

S-3A OLCI was launched in February 2016, followed by the S-3B 
mission in April 2018. OLCI provides global daily ocean colour images at 
300 m resolution (Donlon et al., 2012) and is complemented by the use 
of Sentinel-2 MSI to detect the Chl a concentration in bays and estuaries 
at a resolution of 10–100 m (Drusch et al., 2012). Of the few papers that 
have been published to date on the accuracy of S-3 OLCI ocean colour 
products, all have focused on coastal waters. Zibordi et al. (2018) re
ported a systematic underestimation of OLCI Lw in blue and red spectral 
regions. They highlighted the difficulty in separating the radiance signal 
that comes from water and atmosphere. For the atmospheric signal, this 
can lead to errors in the determination of aerosol load and type, which in 
turn may trigger a bias or poor performance of the bright pixel atmo
spheric correction (Moore et al., 2017). The ocean colour signal is a 
small component (<10%) of the satellite-detected top-of-atmosphere 
(TOA) radiance and most of the signal comes from atmospheric scattered 
light. An important means of improving satellite estimates of Chl a is 
through the development of accurate AC schemes that decipher the 
water radiance or reflectance (Wang et al., 2009). Mograne et al. (2019) 
therefore recently assessed five AC models for OLCI in the optically 
complex French coastal waters. They found that the most accurate AC 
models for these waters are POLYMER and the Case 2 regional coast 
colour neural network AC (C2R-CC), which for Rrs(412) are accurate to 
24% and 33%, respectively. Giannini et al. (2021) also found in coastal 
waters of the northeast Pacific, that OLCI POLYMER provided more 
accurate Chl a and TSM compared with different versions of C2R-CC, 
though the RPD for POLYMER was still high. Li et al. (2019) evalu
ated S-3A OLCI, MODIS-Aqua and the Suomi National Polar-orbiting 
Partnership (NPP) Visible Infra-red Imaging Radiometer Suite (VIIRS) 
Rrs products in open-ocean and coastal waters of the China Sea and re
ported that the OLCI products are comparable to those of MODIS-Aqua. 
The average percentage difference (APD) in Rrs was lowest at 490 nm 
(18%), and highest at 754 nm (79%). In addition, OLCI Rrs in the open 
ocean were higher than the in situ values, whereas in coastal waters they 
were lower. In the Arctic waters of the Fram Strait, Liu et al. (2018) 
found that MODIS-Aqua and OLCI band ratio Chl a plus the OLCI C2R- 
CC product showed promising results. The OLCI POLYMER AC model 
provided the most reliable Chl a estimates. 

The objective of this paper is to firstly assess the accuracy of the S-3A 
OLCI standard (pb 2) Chl a product, secondly to compare this with other 
Chl a products available for S-3A (both OL_L2M.003.00 and POLYMER) 
and also to compare these with MODIS-Aqua and Suomi-VIIRS R2018 
Chl a products. The performance of S-3A and S-3B OLCI Chl a products 
during the satellites tandem phase are also assessed. This is the first 
study to date, on the validation of OLCI Chl a products in oligotrophic 
marine waters and the recently released (February 2021) 
OL_L2M.003.00 products. 

2. Methods 

2.1. Study area characteristics and sampling regime 

The AMT undertakes transects between the UK and the South 
Atlantic, on NERC research ships during their annual voyage to the 
Southern Ocean. The transect covers >12,000 km, sampling a wide 
range of environmental conditions on the 40 day passage. In situ data 
from three AMT campaigns were used: AMT26 from 20th September to 
04th November 2016; AMT27 from 21st September to 05th November 
2017; and AMT28 from 23rd September to 30th October 2018. All 
campaigns followed a similar transect between 50◦N and 50◦S (Fig. 1). 
AMT26 and AMT28 were undertaken on board the Royal Research Ship 
(RRS) James Clark Ross and AMT27 was on RRS Discovery. 
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2.2. Discrete measurements of Chlorophyll-a 

Water samples were taken from an underway flow-through optical 
system and from Niskin bottle rosettes deployed with a Seabird 
Conductivity-Temperature-Depth (CTD) sampling device. During each 
AMT campaign, between three and six underway samples were collected 
each day from 04:00 to 22:00 local time. For CTD samples, surface water 
was collected using 20 L Niskin bottles at 12:00 local time coincident 
with S-3 over-passes. For both underway and CTD samples, between 1 
and 6 L of seawater were filtered onto Whatman glass fibre filters (pore 
size of 0.7 μm), transferred to Cryovials and stored immediately in liquid 
nitrogen. After each AMT campaign, High Performance Liquid Chro
matography (HPLC) was then used to determine Total Chl a (estimated 
from the sum of monovinyl Chl a, divinyl Chl a, chlorophyllide a). 
Phytoplankton pigments were extracted into 2 mL 100% acetone and 
using an ultrasonic probe (35 s, 50 W). Extracts were centrifuged to 
remove filter and cell debris (3 min at 20 x g) and analyzed by HPLC 
using a reversed phase C8 column and gradient elution (Barlow et al., 
1997) on an Agilent 1100 Series system with chilled auto-sampler (4 ◦C) 
and photodiode array detection (Agilent Technologies). The HPLC sys
tem was calibrated using a suite of standards (DHI, Water and Envi
ronment, Denmark) and pigments in the samples were identified using 
photodiode array spectroscopy spectral match procedures (Jeffrey et al., 
1997). Chl a concentrations were calculated using response factors from 
the respective calibration standard (DHI). The discrete HPLC Chl a 
concentrations were only used to calibrate the underway spectropho
tometric measurements, rather than for the purpose of satellite 
validation. 

2.3. Underway spectrophotometric measurements of Chlorophyll a 

The underway spectrophotometric Chl a measurements were used to 
assess satellite ocean-colour product performance. On all campaigns, 
absorption-attenuation instruments were plumbed into the clean flow- 
through system of the ship, which provides seawater from a depth of 
~6 m beneath the hull. The method of determining Chl a using the 
underway spectrophotometry is given in detail in Dall’Olmo et al. 
(2009). In brief, the seawater was first passed through a debubbler 
(Vortex), then through the WETLabs ACS (hyperspectral data 400–750 
nm, 5 nm spectral resolution, 15 nm band pass) or AC9 (multispectral at 

9 wavelength bands) to determine absorption coefficients of particulate 
matter (ap(λ)). The seawater was also periodically passed through a Cole 
Parmer 0.2-μm cartridge filter (for 10 min every hr) and the 0.2-μm 
filtered absorption was used as a baseline for the determining particle 
absorption (Dall’Olmo et al., 2012; Slade et al., 2010). These data were 
then converted into 1-min median bins. With an average ship speed of 
~18 km h− 1, each 1-min binned median represents approximately 0.3 
km of the transect. For AMT28, measurements from both ACS and AC9 
were used and the protocol of Dall’Olmo et al. (2012) was deployed to 
bridge Chl a measurements between the two instruments. For all AMT 
campaigns, ap(λ) data at 650, 676 and 715 nm were used to estimate Chl 
a concentrations using the line height method of Boss et al. (2007), as 
follows: 

Chl aACSn =

[

ap(676) −
39
65

ap(650) −
26
65

ap(715)
]/

0.014 (1)  

where Chl aACSn is the estimate of Chl a from ACS or AC9 (hereafter 
referred to as ACS Chl a) and 0.014 m2 mg− 1 Chl a is a typical estimate of 
Chl a specific absorption at 676 nm. Estimates of ACS Chl a were de- 
biased by comparing them to HPLC Chl a using the median relative re
siduals (Graban et al., 2020). This bias is usually due to variation in 
instrument characteristics and calibration which are normally small 
(~10%). The uncertainty of the de-biased ACS Chl a was estimated using 
the standard deviation of the relative residuals (σrel) resulting by 
comparing it with the HPLC data. σrel was 7.7%, 12.5% and 4.4% for 
AMT26, 27 and 28, respectively. We used the average of these values 
(8.2%) as an estimate of the typical relative uncertainty of the de-biased 
ACS Chl a. Eq. (1) was then used to reconstruct Chl a for all ap(λ) data, 
resulting in 39,274 1-min binned Chl a samples for AMT26, 35,796 for 
AMT27 and 22,294 for AMT28. A comparison of Chl a estimated from 
the absorption-attenuation instruments and the corresponding HPLC Chl 
a data for each field campaign are given in Fig. 2. In situ ACS Chl a were 
averaged in log10 space over a 20-min period centred on the time the 
discrete HPLC water samples were collected (± 10 min). 

2.4. Underway radiometric sampling of remote sensing reflectance 

A radiometric measurement system consisting of three hyperspectral 
spectroradiometers was deployed on all three AMT cruises. Two of the 

Fig. 1. Station maps of (a.) AMT26 (September–October 2016), (b.) AMT27 (September–October 2017) and (c.) AMT28 (September–October 2018) superimposed on 
Sentinel-3 OLCI Chlorophyll-a composite images for each campaign. The white line is the campaign track; the yellow points indicate the match-ups obtained with 
OLCI-A Chl a pb 2.23 and 2.29 for each campaign; the red crosses (some of which are coincident with the yellow points) indicate the match-ups obtained with OLCI-A 
Chl a OL_L2M.003.00; the Chlorophyll-a colour scale is given on the right hand axis of each plot. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
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radiometers measure radiance (using a field of view of 6◦); one measures 
sky radiance (Lsky), the second measures total above-water upwelling 
radiance (Lt). The third instrument measures downwelling irradiance 
(Ed). Lsky, Lt and Ed were measured from 350 to 950 nm at each 3.3 nm 
interval using a spectral width of 10 nm. The integration time varies 
from 4 ms to 8 s and is adjusted automatically based on the ambient light 
conditions. A two-axis tilt sensor is incorporated with the Ed sensor. A 
steel frame was bolted to the bow of the ship into which the radiance 
sensors were fixed so that the Lsky sensor had a viewing zenith angle (θ) 
of 40◦ and the Lt θ was 140◦. The steel frame was positioned so that the 
sensors were out of the ship’s shadow and only viewed the sea surface, 
which on RRS James Clark Ross (AMT26 & 28) is approximately 8 m and 
on RRS Discovery (AMT29) is 18 m above the sea surface. To avoid op
tical interference from surrounding structures, the Ed sensor was 
mounted separately on the meteorological mast, which is the highest 
point on the ship. Details of the data processing are given in Tilstone 
et al. (2020). In brief, each sensor has a dark shutter that periodically 
closes to provide dark counts which were subtracted from the light 
measurements from each sensor at each wavelength. Pre- and post- 
campaign calibration coefficients were applied to the extracted raw 
data files, which were then interpolated to 2 nm intervals. Rrs is the ratio 
of the water leaving radiance (Lw) to the above-water downwelling 
irradiance Ed and was computed from: 

Rrs(θ, θ0,Δϕ, λ) =
Lw(θ, θ0,Δϕ, λ)

Ed(0+, λ)
. (2) 

Lw was computed from Lt and the removal of sky glint (Lsky) effects 
following: 

Lw(θ, θ0,Δϕ, λ) = Lt(θ, θ0,Δϕ, λ) − ρ(θ, θ0,Δϕ,U10)Lsky(θ
′

, θ0,Δϕ, λ), (3) 

The measurement geometry of the sensors is accounted for by the sea 
viewing zenith angle (θ), sun zenith angle (θ0) and the relative azimuth 
angle between the sun and sensors (Δϕ). The term ρ(θ, θ0,Δϕ,U10) ac
counts for skylight reflected at the air-water interface and is para
meterised as a function of wind speed at 10 m above the sea surface 
(U10) and of the sun-sensor geometry (Mobley, 1999). A near-infra red 
(NIR) correction was applied for these open-ocean data, in which 
Rrs(750) was subtracted from each Rrs spectrum following Hooker et al. 
(2002). The data were filtered and quality control checked by elimi
nating measurements with a tilt >±5◦, sun glint following Hooker et al. 
(2002), high solar zenith angles >80◦ and relative azimuth angles >50◦

and 170◦. To cross-check the performance of OC4Me, the underway Rrs 
were used to run OC4Me to generate Chl a concentrations, which were 
compared against ACS Chl a. 

Fig. 2. Variability in ACS Chl a by latitude for (a.) AMT26, (b.) 27 and (c.) 28, (d.) comparison of HPLC against ACS Chl a. The statistical metrics given in (d.) are 
defined in Section 2.3. ‘Match-up procedure’. 
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2.5. Satellite data processing and algorithms 

S-3 OLCI passes were firstly acquired within ±1 h along the AMT26, 
AMT27 and AMT28 campaign tracks. The corresponding S-3 OLCI full 
resolution data level 1 and 2 products were downloaded from the 
EUMETSAT Data Centre and Copernicus Online Data Access (CODA) 
portals respectively. S-3A OLCI processing baseline (pb) 2.23 data was 
used concurrent with in situ measurements taken on AMT26 and AMT27 
and S-3A OLCI pb 2.29 and S-3B OLCI pb 1.30 data were used for 
AMT28. The atmospheric correction implemented for these level 2 
products is described in Antoine (2010). For S-3A OLCI, there is no 
difference between pb 2.23 and 2.29 in the level 2 processing, yet there 
are small changes at the level 1 processing primarily accounting for 
improvements in pixel geo-location. For S-3A OLCI pb2.23–2.29 and S- 
3B OLCI pb1.30, the standard Case 1 Chl a water type algorithm is 
applied (OC4Me; Morel and Maritorena, 2001; Morel and Antoine, 
2011), which is a fourth-order polynomial that utilises a maximum Rrs 
ratio based on 442, 490 and 560 nm using the equation given in Table 1. 
The algorithm switches between Rrs(442) / Rrs(560) and Rrs(490) / 
Rrs(560) at 0.53 mg m− 3 Chl a and between Rrs(490) / Rrs(560) and 
Rrs(510) / Rrs(560) at 2.23 mg m− 3 Chl a. In addition, the recent 3rd 
reprocessing of S-3A and S-3B OLCI level 2 products (OL_L2M.003.00) 
were also downloaded. Improvements to OL_L2M.003.00 include 
updated system vicarious calibration gains (https://www.eumetsat.int 
/ocean-colour-system-vicarious-calibration-tool), bright pixel correc
tion (https://www.eumetsat.int/OC-BPC), cloud masking (Wang and 
Shi, 2006) and user flag recommendations (https://www.eumetsat. 
int/sentinel-3), whitecap correction (Stramska and Petelski, 2003; 
Frouin et al., 1996), as well as the implementation of a colour index (CI) 
algorithm for low Chl a waters (Cazzaniga and Kwiatkowska, 2018; Hu 
et al., 2012), the details of which are given in Table 1. S-3A OLCI 
OL_L2M.003.00 implements CI at Rrs(443)

Rrs(560) ratios <3 and at ratios >4 it 
implements OC4Me. A blended weighted average Chl a concentration is 
applied to data between the ratio of 3 and 4. OLCI level 1 passes were 
also processed to level 2 using the AC processor POLYMER v4.8, which is 
an atmospheric correction procedure, originally developed for MERIS, 
that also retrieves ocean-colour parameters. It employs an iterative 
coupled ocean-atmosphere algorithm where the atmosphere contribu
tion to the top-of-atmosphere reflectance is modelled as a polynomial 
(Steinmetz et al., 2011). The bio-optical water reflectance model 

component is based on the Chl a concentration and the backscattering 
coefficient of non-covarying particles. The reflectance spectra are 
modelled following Morel (1988) and Morel and Maritorena (2001) and 
Chl a is derived from in water reflectance spectral matching which uses a 
2-dimensional optimization based on the log Chl a concentration (Loisel 
and Morel, 1998) and the backscattering coefficient (Table 2). 

Each of the AC processors applied to S-3A OLCI data uses a different 
system vicarious calibration (SVC). The S-3A OLCI pb 2.23–2.29 uses a 
mix of in situ and climatological satellite data to derive visible band gains 
(S3MPC, 2017). S-3B OLCI pb 1.30 does not apply SVC and the value of 1 
for all gains is assumed. The updated OLCI processor OL_L2M.003.00 
implements SVC based match-ups with MOBY in situ measurements, 
with four years of matchups for S-3A OLCI and two years for S-3B OLCI 
(https://www.eumetsat.int/ocean-colour-system-vicarious-calibratio 
n-tool). POLYMER uses an in situ based SVC designed for ocean- 
atmosphere coupled algorithms (Steinmetz and Ramon, 2018). 

Table 1 
Functional form of S-3 OLCI, MODIS-Aqua and Suomi-VIIRS Chl a algorithms.  

Algorithm Reference Functional form 

OCx See below log10(Chl a) = a0 + bR + cR2 + dR3 + eR4 

S-3 OLCI 
OC4Me + CI 

Morel and Antoine 
(2011) 
Cazzaniga and 
Kwiatkowska (2018) 

Chl a from OCx with the largest reflectance ratio (R) from: 

R = log10

{

max
[(

Rrs(443)
Rrs(560)

) (
Rrs(490)
Rrs(560)

)

,

(
Rrs(510)
Rrs(560)

)]}

OCx coefficients are: a0 = 0.3255; b = − 2.7677; c = 2.4409; d = − 1.12259; e = 0.5683. 

CI = Rrs(560) −
[

Rrs(442.5) +
560 − 442.5
665 − 442.5

Rrs(665) − Rrs(442.5)
]

Log10(chlCI) = b CI + a 
where b = − 0.5379 and a = 180.9642.  

S-3 OLCI 
POLYMER v4.8 

Steinmetz et al. (2011) T0(λ)c0 + c1λ− 1 + c2λ− 4 ≈ ρ′(λ) − t(λ)ρwmod
+ ([Chl]i,bbNC, i,λ) 

Where T0(λ) is the transmission factor which accounts for beam attenuation due to rayleigh scattering, c0, c1and c2 

are coefficients for the residue of sun-glint, the aerosol scattering and the coupling, ρ′ is the sea surface reflectance 
corrected for wind speed, residue sun-glint and aerosol scattering, ρwmod

+ is the modelled water reflectance above the 
water-air interface, Chl is the chlorophyll concentration, bbNC is the backscattering coefficient of non-covarying 
particles. 

MODIS-Aqua (OC3 + CI) and 
Suomi-VIIRS (OC3V + CI) 

Hu et al., 2012 
O’Reilly et al. (2000) 

At Chl a concentrations <0.15 mg m− 3 the CI algorithm used is:  
CI = Rrs(λgreen) − [Rrs(λblue) + (λgreen − (λblue)/(λred − (λblue) * (Rrs(λred) − Rrs((λblue))] 
where λblue, λgreen and λred are the instrument-specific wavelengths For MODIS-Aqua these are 443, 547 and 667 nm, 
respectively. For Suomi-VIIRS, these are 443, 550 and 670 nm. 
At Chl a concentrations >0.2 mg m− 3 OC3 with the R ratio to the nearest corresponding band is used: 

R = log10

{

max
[(

Rrs(443)
Rrs(547)

)

,

(
Rrs(488)
Rrs(547)

)]}

For MODIS-Aqua, OC3 coefficients are: a0 = 0.2424; b = − 2.7423; c = 1.8017; d = 0.0015; e = − 1.228. For Suomi- 
VIIRS, OC3V coefficients are a0 = 0.2228, b = − 2.4683, c = 1.5867, d = − 0.4275, e = − 0.7768.   

Table 2 
Flags used to process each ocean-colour Chl a product. If any of the flags listed 
were raised, data for each product were not included.  

Processor Flags implemented 

S-3A OLCI L2 pb 2.23–2.29 
(OC4Me) and S-3B OLCI L2 pb 
1.30 (OC4Me) 

INVALID, LAND, CLOUD, CLOUD 
AMBIGUOUS, SUSPECT, CLOUD MARGIN, 
SNOW_ICE, HISOLZEN, SATURATED, 
HIGHGLINT, WHITECAPS, AC_FAIL, 
ANNOT_TAU06 

S-3A and S-3B OLCI OL_L2.003.00 
(OC4Me + CI) 

CLOUD, CLOUD_AMBIGUOUS, 
CLOUD_MARGIN, INVALID, COSMETIC, 
SATURATED, SUSPECT, HISOLZEN, 
HIGHGLINT, SNOW_ICE, AC_FAIL, 
WHITECAPS, RWNEG_O2, RWNEG_O3, 
RWNEG_O4, RWNEG_O5, RWNEG_O6, 
RWNEG_O7, RWNEG_O8, ADJAC. 

MODIS-Aqua / Suomi-VIIRS ATMFAIL, LAND, HIGLINT, HILT, HISATZEN, 
STRAYLIGHT, CLDICE, COCCOLITH, 
HISOLZEN, LOWLW, CHLFAIL, NAVWARN, 
MAXAERITER, ATMWARN, NAVFAIL 

S-3 OLCI POLYMER Chl a ATMFAIL, LAND, HIGLINT, HILT, HISATZEN, 
STRAYLIGHT, 

SVC gains applied to OLCI 
POLYMER v4.8; λ (nm) = gain 

400 = 1, 412 = 0.997, 443 = 0.997, 490 =
0.989, 510 = 0.993, 560 = 0.998, 620 = 1, 
665 = 1, 754 = 1, 779 = 1, 865 = 1, 1020 = 1 ( 
Mazeran et al., 2020)  
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Version 4.8 of POLYMER did not originally apply SVC, however we 
applied the SVC gains to POLYMER that are given in Table 2 following 
Mazeran et al. (2020). The latest NASA Ocean Colour Reprocessing 
(R2018.0) for MODIS-Aqua and Suomi-NPP VIIRS passes were acquired 
within 12 h of the in situ underway samples. The corresponding level 2 
granules were downloaded at 1 km and 750 m resolution respectively 
from the NASA Distributed Active Archive Centre through the Ocean 
Colour Web portal (https://oceancolor.gsfc.nasa.gov). This resulted in 
55 passes for MODIS-Aqua and 78 passes for VIIRS. For MODIS-Aqua 
and VIIRS the NASA chlor_a parameter was used, which deploy the 
OCx + CI algorithms (Table 1). For MODIS-Aqua and VIIRS OC3 is 
utilised at Chl a concentrations >0.2 mg m− 3. Like OC4, OC3 is a band 
ratio algorithm that uses one of two blue bands with blue-green Rrs(λ), at 
547 nm for MODIS-Aqua and 550 nm for VIIRS, as the denominator 
(O’Reilly et al., 2000), as shown in Table 1. At Chl a concentrations 
<0.15 mg m− 3, both MODIS-Aqua and VIIRS utilise the OCI of Hu et al. 
(2012) based on the difference in Rrs between a green band and red and 
blue bands (Table 1). 

In order to exclude unreliable satellite measurements for each 
product, a set of recommended quality flags were applied as a mask to 
each pass. Table 2 lists the processing flags applied for each of the 
processors. For S-3A OLCI pb2.23–2.29 and S-3B OLCI pb 1.30 addi
tional RWNEG and ANNOT_ABSO_D and ANNOT_MIXR1 are also rec
ommended for the Rrs standard products (https://www.eumetsat.int/me 
dia/44087), which we did not use. The RWNEG flag is raised for nega
tive water leaving radiance at each band and does not apply to the Chl a 
product as negative water leaving radiances are not used to compute Chl 
a concentrations. The ANNOT flags provide some quality assurance of 
the atmospheric correction procedure. These have been shown however, 
to have a significant impact on the analysis of data from open ocean 
regions and may lead to the exclusion of a large number of in situ and 
satellite match-ups especially in optically complex regions (Zibordi 

et al., 2018). Once the flags were applied, Rrs data from each ocean- 
colour satellite sensor were used to generate the corresponding Chl a 
product. 

To produce the campaign composites and gyre time series, all data 
were time-averaged (at campaign, weekly and daily levels) and mapped 
re-gridded to 1 km resolution. 

2.6. Match-up procedure 

The method used for match-up analysis follows Bailey and Werdell 
(2006), and was adapted for AMT underway data following Brewin et al. 
(2016). Ocean colour level 2 data from satellite over-passes within ±1 h 
of underway measurements were used. The satellite data were extracted 
from a 3 × 3 pixel box centred on the measurement coordinate and were 
excluded if the median coefficient of variation (CV) was >0.15 or when 
there were < 50% of the pixels available (Bailey and Werdell, 2006). 
Based on the ship speed (~18 km h− 1), each 1-min averaged bin rep
resents 0.3 km. From the 3 × 3 pixels, the centre pixel was used for the 
validation procedure. The in situ data (1-min bins) were matched to 
individual satellite pixels. All in situ data within a specific pixel were 
averaged, so that each match-up has an independent set of in situ data 
and there were no overlapping in situ data between match-ups. The 
validation statistics were computed on the centre pixel, to ensure that 
each match-up uses an independent satellite pixel. Additionally, the 
standard deviation around the match-up (from the 3 × 3 box) was 
computed as an index of the homogeneity of the match-up. Although 
validation statistics are independent, as each pixel is independent 
(central pixel of the 3 × 3 box) and used an independent set of in situ 
data, it is noted that the 3 × 3 box may contain overlapping pixels for 
cases where match-ups are from neighbouring pixels. For these, the 
standard deviations computed around each match-up (index of homo
geneity) will not be entirely independent. These standard deviations 

Fig. 3. Scatter plots of in situ ACS Chl a from AMT26, 27, 28 versus (a.) S-3A OLCI Chl a pb 2.23–2.29 (OCMe); (b.) S-3A OLCI Chl a OL_L2.003.00 (OCMe+CI); (c.) S- 
3A OLCI Chl a POLYMER v4.8, for independent match-ups (d.) S-3A OLCI Chl a pb 2.23–2.29 (OCMe); (e.) S-3A OLCI Chl a OL_L2.003.00 (OCMe+CI); (f.) S-3A OLCI 
Chl a POLYMER v4.8, for coincident match-ups. The standard deviation of the log10-transformed Chl a at each station was calculated to provide the error bars in in 
situ ACS Chl a measurements. 
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however, were only used qualitatively in scatter plots, and not formally 
in the computation of the validation statistics. The standard deviation in 
the in situ data were then calculated within each satellite pixel and 
plotted as the error bars given in Figs. 3, 4, 6, 7, 9. This method captures 
a large number of match-ups at very high resolution and is therefore 
representative of the variability in Chl a over both homogenous and 
heterogeneous surface water conditions, and also of atmospheric 
conditions. 

For S-3A OLCI Chl a pb 2.23–2.29, there were 27 satellite images 
coincident with the in situ ACS Chl a from the underway system which 
gave N = 751, and for S-3A OLCI Chl a OL_L2M.003.00 there were 17 
OLCI images which provided N = 742 match-ups. Typically, there were 
~ 45 pixels in the ensemble of match-ups for each S-3A OLCI image. For 
OLCI pb 2.23–2.29, the pixels were clustered over an area of 2.6 km2 

with the average number of pixels per image being 29 pixels. By com
parison, for OL_L2M.003.00, the pixels were clustered over an area of 
3.9 km2 with an average number of pixels of 43. The differences between 
OLCI pb 2.23–2.29 and OL_L2M.003.00 arise from the QC flags used 
(Table 2). For MODIS-Aqua and Suomi-VIIRS there were 11 and 17 
images available respectively, coincident with the in situ ACS Chl a. The 
differences between the number of match-ups available between S-3A 
OLCI and the NASA products are due to the flags used (Table 2), the 
overpass times and the resolution. One MODIS–Aqua pixel for example, 
is equivalent to 3 × 3 OLCI full resolution pixels. For the same number of 
images S-3 OLCI will therefore have an order of magnitude higher 
number of match-ups. 

2.7. Statistical metrics 

The following statistical metrics were used to evaluate algorithm 
performance following Brewin et al. (2015b) and Muller et al. (2015): 
type-II regression slope (S), intercept (I), Pearson correlation coefficient 
(r), root-mean-square difference (RMSD - Ψ), the bias (δ), bias-corrected 
root-mean-square error (Δ), and the relative percentage difference 
(RPD) which was computed with modulus. The S, I, r, Ψ, δ and Δ were 
computed in log10 space. To facilitate interpretation of these statistical 
metrics for satellite validation, an S close to one and an intercept I close 
to zero indicate a good fit between satellite and in situ data. Similarly, 
the higher the r the better the linear consistency between the in situ and 
the satellite observations. S, I and r do not convey information on the 
distribution of the data around the regression line and outliers which is 
provided by Ψ, δ and Δ. Ψ is the relative difference between satellite and 
in situ data and is sensitive to the differences around the regression line. 

Δ is the bias corrected difference between satellite and in situ data and is 
sensitive to any outliers. The δ provides information on the under- 
estimate or over-estimate of the satellite data compared to the in situ 
data, with a value near zero indicating no systematic difference between 
the two data sets. 

3. Results 

3.1. Accuracy assessment of ocean-colour algorithms for OLCI in the 
Atlantic Ocean 

Location of the match-ups between spectrophotometric determined 
ACS Chl a and S-3A OLCI for the three AMT campaigns are given in 
Fig. 1. Of the 751 match-ups with S-3A OLCI pb 2.23–2.29, over half 
were in the oligotrophic gyres (N = 429). The others were in the 
mesotrophic equatorial upwelling (N = 137), North Atlantic Drift 
Province (N = 65) and the South Sub-tropical Convergence Zone (N = 9) 
(provinces as per Longhurst et al. (1995)). Scatter plots of in situ ACS Chl 
a against OLCI Chl a from the three different processors for all match-ups 
obtained (referred as ‘independent’ hereafter) and for match-ups com
mon to all OLCI processors (referred as ‘coincident’ hereafter) are given 
in Fig. 3. The error bars in in situ ACS Chl a measurements for the x-axis 
is given as the standard deviation calculated at each match-up pixel. The 
error bars in the satellite measurement are calculated from the standard 
deviation over the 3 × 3 pixels centered on each sampling station and 
thus represent the spatial variability. The error bars in in situ ACS Chl a 
were smaller in the low Chl a waters of the north and south Atlantic gyre 
and higher at either end of the Transect and varied from 0.001 mg m− 3, 
at 25.06◦N in the north Atlantic gyre to 0.689 mg m− 3 at 48.08◦S in the 
Southern Sub-tropical Convergence Zone. 

For the independent match-ups, S-3A OLCI Chl a pb 2.23–2.29 
(OC4Me) exhibited a large offset at low and higher (0.3–0.6 mg m− 3) Chl 
a concentrations, a high slope, intercept, RMSD and negative bias, 
resulting in an RPD of 35% (Fig. 3a). S-3A OLCI Chl a OL_L2M.003.00 
(OC4Me + CI) returned the lowest number of match-ups (N = 742), a 
low slope, high intercept, bias and RMSD resulting in an RPD of 29% 
(Fig. 3b). For this Chl a product, the regression was skewed by a cluster 
of points associated with match-ups in 2017 and 2018 between 33◦S and 
44◦S in which OLCI under-estimated Chl a over the ACS Chl a range from 
0.1 to 1.0 mg m− 3. The number of match-ups for OLCI POLYMER Chl a 
were the highest (N = 808), and it performed best, with a slope and r 
close to 1 and the lowest intercept, bias and RMSD and an RPD of 19% 
(Fig. 3c). When the same matchups were used for each processor (N =

Fig. 4. Scatter plots of in situ ACS Chl a from AMT26, 27, 28 versus (a.) MODIS-Aqua Chl a, (b.) VIIRS Chl a, for coincident match-ups with S-3A OLCI. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

G.H. Tilstone et al.                                                                                                                                                                                                                             



Remote Sensing of Environment 260 (2021) 112444

8

435), the performance and differences between each AC processor 
remained similar (Fig. 3d, e, f). S-3A OLCI pb 2.23–2.29 (OC4Me) still 
exhibited a large offset especially at low Chl a with a high scatter around 
the 1:1 line, which resulted in a high slope, intercept, negative bias, 
RMSD and RPD of 36% (Fig. 3d). The performance of S-3A OLCI Chl a 
OL_L2M.003.00 (OC4Me + CI) improved and the slope was closer to 1, 
the intercept, bias and RMSD were smaller and the RPD was reduced to 
24% (Fig. 3e). The performance of S-3A OLCI POLYMER also improved 
as there was less scatter which resulted in a lower intercept and a smaller 
positive bias, though the RPD was similar (~21%; Fig. 3f). 

3.2. Comparison of OLCI Ocean-colour algorithms with MODIS-aqua and 
VIIRS 

Scatter plots of in situ Chl a against MODIS-Aqua and VIIRS standard 
Chl a algorithms (R2018) are given in Fig. 4 for match-ups common with 
S-3A OLCI. Due to the difference in over-pass times between MODIS- 
Aqua, VIIRS and S-3A OLCI, there were fewer match-ups for the NASA 
sensors (MODIS-Aqua N = 78; VIIRS N = 88). VIIRS exhibited an over- 
estimate at low Chl a and an under-estimate at higher Chl a values and 
tended to have a high scatter, which resulted in a high intercept, bias, 
RMSD and RPD of 35%. MODIS-Aqua was more accurate, having a low 
intercept, bias and RMSD, a slope and percentage variance explained 
close to 1 and an RPD of 22%. Compared to the NASA products, S-3A 
OLCI Chl a POLYMER still showed the best performance and was slightly 
more accurate than MODIS-Aqua (Figs. 3, 4). The spatial location of the 
match-ups for OLCI using the three different Chl a algorithms, MODIS- 
Aqua, Suomi-VIIRS and in relation to in situ ACS Chl a are given in 
Fig. 5. S-3A OLCI pb 2.23–2.29 exhibited an under-estimate in Chl a at 
low to medium concentrations. The match-up locations for S-3A OLCI 
OL_L2M.003.00 were reduced due to the effect of the new flags, but the 
Chl a concentrations were much closer to the in situ ACS Chl a values. For 
S-3A OLCI POLYMER v4.8, the number of match-ups were compara
tively high and the resulting Chl a concentrations were similar to the in 
situ ACS Chl a values. For MODIS-Aqua and VIIRS, the number of match- 
ups were far lower than for S-3A OLCI, but both sensors exhibited 
realistic Chl a concentrations that were similar to the in situ ACS Chl a 
values. 

3.3. Comparison of sentinel-3A and S-B OLCI tandem phase ocean-colour 
algorithms 

During AMT28, there were 10 coincident images from S-3A and S-3B 
OLCI with in situ ACS Chl a, which provided between 164 and 142 
match-ups with S-3A, 140 and 121 match-ups with S-3B and 80 coin
cident S-3A and S-3B match-ups. Both S-3A OLCI Chl a pb 2.29 and S-3B 
OLCI Chl a pb 1.30 exhibited an under-estimate of Chl a at low values for 
independent (Fig. 6) and coincident match-ups (Fig. 7), which was 
greater for S-3A compared to S-3B. For independent match-ups, S-3A pb 
2 had a lower I and S closer to 1 compared to S-3B, whereas the Ψ, δ and 
Δ were lower for S-3B, which resulted in an RPD of 37% for S-3B 
compared to 39% for S-3A (Fig. 6). For coincident match-ups, S-3B was 
more accurate for all metrics and within 34% of in situ ACS Chl a (Fig. 7) 
and for S-3A, the under-estimate in Chl a increased. For OL_L2M.003.00 
the range in Chl a for S-3B (0.035 to 0.1 mg m− 3) was smaller than for S- 
3A (0.06 to 0.2 mg m− 3), which tended to under-estimate Chl a at 
concentrations between 0.1 and 0.2 mg m− 3. The δ and Δ for S-3B were 
consistently lower than those of S-3A Chl a OL_L2M.003.00 resulting in 
an RPD of 21% for S-3A and 11% for S-3B. For coincident match-ups the 
RPD was ~9% for both OLCI S-3A and S-3B (Fig. 7). Using OLCI 
POLYMER for both S-3A and S-3B, the points converged to the 1:1 line, 
which significantly reduced the bias and RMSD resulting in a RPD of 
18% and 11% respectively for independent match-ups, and 20% and 
11% respectively for coincident data (Figs. 6, 7). 

3.4. Accuracy assessment of ocean colour algorithms for OLCI in the 
Atlantic Ocean using in situ Rrs (λ) 

To further assess the cause of the differences between the satellite 
Chl a products, the Rrs spectra from in situ measurements, S-3A OLCI pb 
2.23–2.29, OL_L2M.003.00, POLYMER v4.8, MODIS-Aqua and Suomi- 
VIIRS are compared at the match-up stations (Fig. 8). The differences 
between in situ and satellite Rrs are further quantified in Fig. 9. To 
compute Chl a, S-3 OLCI OC4Me utilises Rrs at 442, 490, 510 and 560 
nm, OC3 for MODIS-Aqua uses Rrs at 443, 488 and 555 nm and OC3 for 
VIIRS uses Rrs at 443, 486 and 551 nm. Additionally, the CI algorithms 
for S-3A OLCI, MODIS-Aqua and VIIRS also deploy 665, 667 and 671 nm 
respectively, to compute Chl a in oligotrophic waters. S-3 OLCI POLY
MER utilises all bands from 412 to 560 nm to derive Chl a concentra
tions. There were N = 140 coincident Rrs spectra between the in situ and 
satellite measurements. Qualitatively, the closest match to in situ Rrs was 

Fig. 5. Variability in in situ ACS Chl a (grey line), S-3A OLCI Chl a pb 2.23–2.29 (yellow circles), S-3A OLCI Chl a OL_L2.003.00 (red stars), S-3A OLCI Chl a 
POLYMER v4.8 (green triangles), MODIS-Aqua OCx Chl a (light blue inverted triangles) and VIIRS OCx Chl a (dark blue squares) on AMT26, 27, 28. (For inter
pretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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S-3A OLCI POLYMER, though the variance in POLYMER Rrs at 560 to 
665 nm was far less than the in situ Rrs. The spectral shape of S-3A OLCI 
pb 2.23–2.29 and OL_L2M.003.00 Rrs was higher in the blue and for pb 
2.23–2.29 there were systematic differences in the shape of Rrs at 490 
nm and the variance in blue-green to red bands was always higher. To 
quantify these patterns, the residuals between in situ and satellite Rrs 
showed that for the OLCI AC processors at 443 and 490 nm, POLYMER 
was more accurate with a mean difference of 6% and 4% respectively, 
whereas OL_L2M.003.00 had a mean difference of 9% and 9%, respec
tively. At 560 and 665 nm however, OL_L2M_003.00 performed better 
with a mean difference of 9% and 12% respectively, compared to 16% 
and 61% for POLYMER. VIIRS at 443 nm was similar (6% mean differ
ence) to OLCI POLYMER. Both MODIS-Aqua and VIIRS performed better 
than S-3 A OLCI processors in the green and at 555 and 551 nm, with 
mean differences of 0.2% and 1%, respectively. The variance in Rrs 
spectra for S-3A OLCI pb 2 at 510 and 560 nm and for MODIS-Aqua at 
412 nm was high (Fig. 8), and the residual differences with in situ Rrs 

were > 100% (Fig. 9). Similarly at red bands, the residual differences of 
some outliers for all AC processors were > 300% and for the OLCI 
processors and MODIS-Aqua at 667 and 678 nm these were > 400% 
(Fig. 9). 

To further assess the performance of OC4Me, in situ Rrs measured 
during the three AMT field campaigns was used to estimate Chl a and the 
associated variance in both the ACS Chl a and HyperSAS Rrs data were 
computed based on the standard deviation in log10 space of each coin
cident data point (Fig. 10). Compared to the OLCI pb 2.23–2.29, the 
performance of OC4Me was improved using in situ Rrs, with the slope and 
percentage variance explained closer to 1 and a lower intercept and bias. 
There was however, a small under-estimate in Chl a compared to the in 
situ ACS Chl a, implying that the OC4Me may require retuning for the 
Atlantic Ocean. Including the standard deviation in both the in situ ACS 
Chl a data and Rrs, the regression line still falls outside of the bounds of 
the spatial variability, suggesting a systematic bias in OC4Me which 
amounts to 25%. There are three points at higher Chl a concentrations 

Fig. 6. Scatter plot of in situ ACS Chl a from AMT28 versus (Aa.) S-3A OLCI Chl a pb 2.29 (OC4Me), (b.) S-3B OLCI Chl a pb 1.30 (OC4Me), (c.) S-3A OLCI Chl a 
OL_L2M.003.00 (OC4Me + CI) (d.) S-3B OLCI Chl a OL_L2M.003.00 (OC4Me + CI), (e.) S-3A OLCI Chl a POLYMER, (D.) S-3B OLCI Chl a POLYMER, for independent 
match-ups. 
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where the uncertainty is particularly large (Fig. 10). 

3.5. Spatial comparison between ocean-colour satellite sensors and 
algorithms over the oligotrophic Atlantic Ocean gyres 

During the three AMT campaigns, the Chl a concentration varied 
between 0.04 and 0.1 mg m− 3 in the northern gyre and between 0.02 
and 0.1 mg m− 3 in the southern gyre, with the lowest concentration 
recorded in both gyres during AMT27 (Fig. 2). Composite ocean-colour 
satellite images from S-3A OLCI using the three Chl a algorithms, as well 
as from MODIS-Aqua and VIIRS for the north (12th – 19th October 
2018) and south Atlantic gyres (10th – 17th October 2017) are given in 
Fig. 11. For both the north and south Atlantic gyres, S-3A OLCI POLY
MER consistently gave the highest Chl a concentrations. In the centre of 
both the north (25–30◦N, 40–70◦W) and south (20–25◦S, 10–40◦W) 
gyres, which was ~0.06 mg m− 3 (Fig. 11). By comparison, Chl a con
centrations from OLCI pb 2.23–2.29 in the centre of the north and south 

gyres were far lower (0.01–0.03 mg m− 3), MODIS-Aqua and VIIRS 
returned values between 0.02 and 0.04 mg m− 3, whereas OLCI 
OL_L2M.003.00 gave values of 0.03–0.05 mg m− 3. For the coverage, 
especially in south Atlantic gyre, S-3A OLCI POLYMER Chl a had the 
highest coverage and S-3A OLCI pb 2.23–2.29 the lowest with some of 
the area north of 20.0◦S and between 25 and 15◦W affected by cloud 
cover. 

To further assess the differences between the ocean colour Chl a in 
both space and time, daily data were extracted from the north (35–20◦N; 
30–75◦W) and south Atlantic (30–15◦S; 05–35◦W) gyres over the S-3A 
OLCI time series during the field campaigns in 2016, 2017, 2018. Daily 
average Chl a concentration, number of valid pixels and % coverage 
were compared between OLCI (for the three AC algorithms), MODIS- 
Aqua and VIIRS products (Figs. 12, 13). Among the missions, there are 
differences in pixel sizes and swath-widths. The patterns in the data 
were similar between products for both the north and south Atlantic 
gyre but the magnitude of the values differed. Over both the north and 

Fig. 7. Scatter plot of in situ ACS Chl a from AMT28 versus (Aa.) S-3A OLCI Chl a pb 2.29 (OC4Me), (b.) S-3B OLCI Chl a pb 1.30 (OC4Me), (c.) S-3A OLCI Chl a 
OL_L2M.003.00 (OC4Me + CI), (d.) S-3B OLCI Chl a OL_L2M.003.00 (OC4Me + CI), (e.) S-3A OLCI Chl a POLYMER, (D.) S-3B OLCI Chl a POLYMER, for coincident 
match-ups. 
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south Atlantic gyres, OLCI POLYMER consistently returned the highest 
Chl a values, the highest number of valid pixels and therefore, the 
highest % coverage (Figs. 12, 13). In the north and south gyre, S-3A 
OLCI pb 2.23–2.29 consistently returned the lowest Chl a concentrations 
and both this algorithm and S-3A OLCI OL_L2M.003.00 had the lowest 
number of valid pixels and the lowest % coverage, consistent with the 
smaller swath-width. MODIS-Aqua and VIIRS Chl a concentrations and 
number of valid pixels were greater than S-3A OLCI pb 2.23–2.29, but 
less than S-3A OLCI POLYMER. The higher number of pixels available 
for MODIS-Aqua and VIIRS is in part due to the higher swath-width for 
these sensors. 

For S-3A OLCI POLYMER the range in Chl a was 0.05 to 0.09 mg m− 3 

in the north Atlantic gyre from 12th to 19th October 2018 (Fig. 11a). In 
the south Atlantic gyre, Chl a varied from 0.06 to 0.1 mg m− 3 during 
10th to 17th October 2017 (Fig. 11b). By comparison, for S-3A OLCI pb 
2.23–2.29 the range in Chl a values was 0.03 to 0.06 mg m− 3 in the north 
gyre and 0.03 to 0.08 mg m− 3 in the south gyre. For each campaign in 
the north gyre, an equator-ward increase in Chl a (Fig. 11a) was asso
ciated with a reduction in the number of valid pixels, which caused a 
slight decrease in the % coverage (Fig. 12). In the south gyre, there was a 
similar equator-ward increase in Chl a concentration (Fig. 11b), but 
there was no clear association or inverse trend in valid pixels and % 
coverage (Fig. 13). During 2016, the number of valid pixels in the south 
gyre increased slightly during the campaign, in 2017 they stayed the 
same and in 2018 they decreased over time (Fig. 13). 

4. Discussion 

4.1. Using underway measurement systems to maximise satellite match- 
ups and capture the variability in ocean and atmosphere conditions 

Historically, in situ Rrs and Chl a data were obtained from on station 
deployments of profiling radiometers and coincident Chl a 

concentrations from water bottle samples, which resulted in few match- 
ups with satellite data. The first version of SeaBASS for example, was 
comprised of seven years of in situ data (1989–1996) with a total of 442 
HPLC Chl a data. These included two AMT campaigns (AMT1 and 2) 
with a total of 33 HPLC Chl a data (O’Reilly et al., 1998). Once these 
data are filtered for match-ups within ±1.5 h of the satellite overpass, 
and satellite observations are masked through standard data quality 
flags, the number of data is closer to only 6 per AMT cruise. For the three 
AMT field campaigns in this study, there would have been a maximum of 
17 match-ups based on discrete HPLC Chl a data. Of the validation 
studies of S-3 OLCI Chl a products published to date, those that have 
used discrete HPLC, spectrophotometric and fluorometric Chl a mea
surements resulted in N = 20, 60 and < 100 match-ups (Liu et al., 2021, 
Kratzer and Plowey, 2021, Giannini et al., 2021), respectively. By 
comparison, the only study to date that deployed an underway in situ 
ACS Chl a system to validate S-3 OLCI, resulted in N = 3000 match-ups 
(Liu et al., 2018). In this study, the deployment of underway spectro
photometers on AMT26, 27 and 28 provided 96,374 highly accurate 
(~8% uncertainty) Chl a data with 742 match-ups from 17 satellite 
images for OLCI OL_L2M.003.00, with each match-up having an inde
pendent set of in situ data. This is approximately 250 match-ups per AMT 
campaign and is a significant advancement in developing semi- 
autonomous instruments for the validation of ocean-colour Chl a prod
ucts at high resolution in remote locations of the global ocean. For 
autonomous measurements, the number of match-ups can be increased 
at high spatial and temporal frequencies. Using these methods, there will 
however be a certain level of auto-correlation in time and space between 
adjacent pixels, especially in regions with very stable in water condi
tions such as the oligotrophic ocean gyres. However, the variability in 
the ocean is not the only factor to consider when validating ocean colour 
satellite algorithms. The spatio-temporal variability of the atmosphere, 
which affects the atmospheric correction of satellite data, also needs to 
be considered. Crucially, the atmosphere is characterised by much 

Fig. 8. Comparison of Rrs spectra from in situ HyperSAS, S-3A OLCI pb 2.23–2.29, S-3A OLCI OL_L2M.003.00, S-3A OLCI POLYMER v4.8, MODIS-Aqua R2018, VIIRS 
R2018 in the Atlantic Ocean. The black lines are Rrs spectra coincident with the in situ data, the solid orange line is the mean, the dashed orange lines are ±1 standard 
deviation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 9. Residuals of Rrs for each satellite algorithm expressed as a percentage difference to the in situ Rrs at each wavelength. The residuals for each satellite algorithm 
are calculated as [(satellite Rrs – in situ Rrs) / in situ Rrs]*100. The in situ Rrs is given as the horizontal dotted line. For the box plot, the lower boundary of the box is the 
25th percentile, the solid line within the box is the median, the dashed line is the mean and the upper boundary of the box is the 75th percentile. The error bars above 
and below the box indicate the 90th and 10th percentiles respectively, and the points beyond the error bars are outliers. 

Fig. 10. Scatter plot of in situ ACS Chl a from AMT26, 27 and 28 versus OC4Me run using in situ Rrs, and the value of the maximum band ratio calculated from in situ 
Rrs. The error bars are the standard deviation in in situ ACS Chl a and Rrs HyperSAS measurements calculated for each station using log10 transformed data extracted 
over the 1 h period of the sampling duration. 
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shorter de-correlation scales than the ocean (i.e., hours versus days to 
weeks). Thus, even under relatively stable oceanic regions, high- 
resolution in situ measurements are also required to assess variability 
in the atmospheric correction processor. This is illustrated by comparing 
in situ and satellite Chl a in the oligotrophic waters of the Atlantic ocean 
at concentrations <0.1 mg m− 3 (Fig. 3a). While there is little variability 
in the in situ Chl a values, the variability in the retrieved satellite S-3A 
OLCI pb 2.23–2.29 Chl a can be large and is not correlated with the in 
situ data. The higher variability in the satellite retrievals suggests that 
the atmospheric correction should be improved. If we had obtained only 
one match-up point per image, we would not have been able to identify 
this variability and error in S-3A OLCI pb 2.23–2.29. Perhaps part of the 
reason why S-3A OLCI POLYMER performs better than pb 2.23–2.29 
(Fig. 3a, c), is that the POLYMER atmospheric model reproduces well the 
scattering by the atmosphere under these conditions (Steinmetz et al., 
2011), whereas the AC for pb 2 does not reproduce the variability in the 
atmospheric conditions accurately. Some studies have assessed the 
temporal and spatial variability of the ocean (Stock and Subramaniam, 
2020; Glover et al., 2018). More work is required to quantify the extent 
to which in situ measurements also represent the atmospheric variability 
over specific ocean regions (Zibordi et al., 2015). 

4.2. Performance of OLCI AC processors in determining Chlorophyll-a 

To meet the goals of the NASA mission, the aspiration for SeaWiFS 
was that satellite derived Rrs should be ±5% of in situ reference mea
surements (McClain et al., 2004). If this is met, the accuracy of Chl a 
retrieved from satellite Rrs is expected to be <35% (Bailey and Werdell, 
2006). The OC4 Chl a algorithms and associated band ratio variants 
have been operationally used for the past two decades and have proven 
to be robust in the open-ocean (O’Reilly et al., 1998). S-3 OLCI’s Chl a 
algorithm level 2 processing chains have been evolving. For pb 2 only 
OC4Me is implemented. From 2021 onwards, the updated 

OL_L2M.003.00 processor implements both CI and OC4Me for S-3A and 
S-3B. The CI algorithm is applicable in oligotrophic waters at Chl a 
concentrations ≤0.25 mg m− 3 (Hu et al., 2012), which represent 78% of 
the global ocean area. NASA implemented the CI algorithm in its 2014.0 
reprocessing, which significantly improved the quality and consistency 
of images between SeaWiFS, MODIS-Aqua and VIIRS in oligotrophic 
oceans (Hu et al., 2019). The CI is also reported to be more tolerant to 
errors in the AC, which potentially reduces artefacts in the resulting 
imagery (Brewin et al., 2015b; Hu et al., 2019; Wang and Son, 2016). 
The CI is however, also empirical by design and therefore may exhibit 
the same uncertainties due to variability in the inherent optical prop
erties (IOPs), absorption coefficient of coloured dissolved material 
(aCDOM), absorption coefficient of detrital material (aDM) across different 
ocean basins and regions (Szeto et al., 2011). 

The first objective of this paper was to determine which Chl a algo
rithm(s) for S-3 OLCI perform best. The second objective was to evaluate 
which Chl a algorithm(s) for OLCI S-3A and S-3B perform best. Evalu
ation of which OLCI algorithm(s) perform best is important, as OLCI will 
become the primary ocean colour observing satellite over the next 
decade and it’s accuracy needs to be monitored over the life time of the 
mission. The observation capability of S-3 OLCI is enhanced by using a 
constellation of three sensors; S-3A, S-3B and S-3C each with a 7 year 
lifespan. Each pair of OLCI sensors will be flown in tandem for a brief 
period, which enables comparison OLCI sensor specific products (Don
lon et al., 2012). This is the first paper that compares S-3A and S-3B Chl a 
products in the tandem phase of the missions. For S-3A OLCI alone using 
a larger number of match-ups taken from three AMT field campaigns, 
POLYMER performed best. For OLCI S-3A and S-3B using in situ ACS Chl 
a from one AMT field campaign, S-3B performed better than S-3A with 
OLCI pb 2 and POLYMER, whereas for OL_L2M.003.00 the performance 
of S-3B and S-3A were similar. The reasons for this are discussed in the 
following section. 

The accuracy of ocean-colour Chl a depends on the spectral shape of 

Fig. 11. Comparison of composite satellite images of S-3A OLCI pb2.23–2.29 Chl a (OCMe), S-3A OLCI POLYMER Chl a, S-3A OLCI OL_L2M.003.00 Chl a 
(OCMe+CI), MODIS-Aqua Chl a, Suomi-NPP VIIRS Chl a for (a.) north Atlantic Gyre from 12th – 19th October 2018 and (b.) south Atlantic Gyre from 10th – 17th 
October 2017. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Rrs, which can be affected by atmospheric artefacts and water surface 
conditions such as glint and whitecaps, other water constituents, and by 
the uncertainties in the satellite derived LTOA signal. If the AC can be 
improved, the error in satellite Rrs and Chl a can be reduced and the 
signal from particles in seawater to LTOA(λ) can be more accurately 
quantified. After more than 2 decades of operational ocean-colour 
products, the AC still remains one of the most challenging problems to 
improving satellite ocean-colour data. To assess where the errors in Chl 
a from the algorithms may arise, coincident spectra for in situ Rrs, S-3A 
OLCI, MODIS-Aqua and VIIRS were compared along the AMT campaigns 
(Figs. 8, 9). Of the S-3 OLCI AC processors tested, the closest match to in 
situ Rrs at 442, 490 and 510 nm was POLYMER, which exhibited a 6, 4 
and 6% difference, respectively, but had a larger difference (17%) at 
560 nm compared to the other processors. Evidently the low error in 
Rrs retrieval by POLYMER led to the best performance in the retrieval 
of Chl a among the OLCI algorithms tested (Figs. 3, 6, 7). S-3A OLCI 
pb2.23–2.29 Rrs were consistently higher at 490, 510 and 560 (10, 12, 
16%, respectively) compared to OL_L2M.003.00 (7, 10, 9%; Fig. 9), 
and some of the pb 2 spectra exhibited artefacts in shape at 490 and 
510 nm (Fig. 8). The over-estimate in Rrs at these bands by S-3A OLCI 

pb 2.23–2.29 leads to a higher blue to blue-green band ratio, which in 
turn leads to the under-estimate in Chl a that is apparent in both S-3A 
(Figs. 3a, d, 6a, 7a) and S-3B (Figs. 6b, 7b). The improvement in 
OL_L2M.003.00 both for S-3A (Fig. 3b, e,) and S-3B (Figs. 6d, 7d) 
evidently comes from deploying the CI that uses Rrs at 442, 560 and 665 
nm, which have a low error (9, 9, 12%, respectively; Fig. 9). The under- 
estimate in Chl a at concentrations between 0.2 and 0.8 mg m− 3 by S-3A 
OL_L2M.003.00 (Fig. 3b) were similarly due to an over-estimate in the 
corresponding Rrs. These match-up points occurred during AMT27 and 
28 at between 33◦ and 44◦S, which is a very dynamic region both in 
terms of in water constituents and atmospheric gradients. It covers an 
area from the lowest Chl a waters in the Atlantic Ocean of the south 
Atlantic gyre and the higher Chl a waters of the great calcite belt where 
blooms of coccolithophorids and other phytoplankton extend from the 
Patagonian shelf into the off-shore waters. In addition, the associated 
atmospheric conditions are very variable with partial clouds, high wind 
speeds (>11 m s− 1; that can cause white caps) as well as dust blown from 
the Patagonian desert, which may lead to errors in the associated sat
ellite AC aerosol retrieval. The high scatter evident around the 1:1 line in 
Fig. 3a and b could also be due to stray and scattered light from clouds as 

Fig. 12. Average Chl a concentration from each satellite algorithm (S-3A OLCI pb 2.23–2.29, pb OL_L2M.003.00, POLYMER, NASA MODIS-Aqua and Suomi-NPP 
VIIRS) over the North Atlantic Gyre during (a.) AMT26, (b.) AMT27, (c.) AMT28. The number of valid pixels for each sensor is given in (d.) AMT26, (e.) 
AMT27, (f.) AMT28 and the percentage of the coverage area is given in (g.) AMT26, (h.) AMT27, (i.) AMT28. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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also detected for MODIS-Aqua in previous studies (Meister and McClain, 
2010). For the new OL_L2M.003.00 the high scatter at between 0.1 and 
1.0 mg m− 3 Chl a, which is the range that corresponds to the imple
mentation of OC4Me or the blending between OC4Me + CI, warrants 
further investigation. For a smaller number of match-ups, this pattern 
was less evident in S-3B OLCI Chl a compared with S-3A (Fig. 6). 

Errors in band-ratio Chl a products arise principally from improper 
AC or non-compliant variability in the IOPs. The relative uncertainties in 
Rrs vary as a function of wavelength and Chl a concentration, which 
either reflect the optical complexity of the water-column or the accuracy 
of the AC, quality flags and/or cloud masking that is applied. To 
investigate further the error in S-3A OLCI Chl a OC4Me and to remove 
artefacts arising from improper AC, we used in situ Rrs to estimate Chl a 
from OC4Me. From this we show that potentially this algorithm under- 
estimates Chl a by 25%, because of an over-estimate in the maximum 
band ratio for Chl a (Fig. 10). Even within the bounds of the error bars 
given in Fig. 10, there is a significant bias in the standard OC4Me in the 
Atlantic Ocean. 

The underlying assumption behind the architecture of the OC4Me 
band ratio algorithm is that the absorption coefficients of detrital 

material (aDM) and aCDOM covary with phytoplankton absorption in the 
open ocean (O’Reilly et al., 1998). At regional scales even in the open- 
ocean, there can be significant variation in these IOPs depending on 
the physical, chemical and biological state of the water column. Loisel 
et al. (2018) and Szeto et al. (2011) showed that OC3 or OC4 can exhibit 
a aDM bias such that when there is relatively low aDM, OC3 attributes a 
portion of the reflectance signal to aDM rather than aph and Chl a is 
underestimated. Similarly, when more aDM is present than expected, 
OC3 overestimates Chl a by assuming some of the aDM signal is due to 
aph. In oligotrophic waters when Chl a < 0.2 mg m− 3, OC3 can under
estimate Chl a when the algorithm switches to Rrs(443) / Rrs(547) rather 
than Rrs(490) / Rrs(547) (Hu et al., 2012). The differences in the 
regression slopes between the two band ratios imply that the underlying 
relationship between the absorption and scattering properties and Chl a 
are different along the gradient in the model. The assumption is that the 
mean IOP characteristics in these waters are similar to that of the IOP 
algorithm training set, which may not actually be the case. Dispersion 
around the mean for band ratios occurs habitually (Brown et al. 2008). 
Further errors can arise from anomalies in Lwn due to either particulate 
backscattering or from an increase in aCDOM and aDM compared to 

Fig. 13. Average Chl a concentration from each satellite algorithm (S-3A OLCI pb 2.23–2.29, pb OL_L2M.003.00, POLYMER, NASA MODIS-Aqua and Suomi-NPP 
VIIRS) over the South Atlantic Gyre during (a.) AMT26, (b.) AMT27, (c.) AMT28. The number of valid pixels for each sensor is given in (d.) AMT26, (e.) 
AMT27, (f.) AMT28 and the percentage of the coverage area is given in (g.) AMT26, (h.) AMT27, (i.) AMT28. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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phytoplankton, which can cause a systematic bias in satellite Chl a. This 
has been documented for the Mediterranean Sea (Volpe et al., 2007), the 
Baltic Sea (Pitarch et al., 2016) and the Red Sea (Brewin et al., 2015a). 
For 11 years of SeaWiFS and MODIS-Aqua, Lee (2010) showed in the 
South Pacific gyre, that there was a decrease in Chl a and a potential 
increase in aCDOM and aDM, which may increment the error in Chl a 
derived from band ratios. In this study, we do not have aDM data at the 
same resolution as the Chl a data and are unable to investigate further 
the effect of the IOP’s on the resulting Chl a concentrations. Further 
work is required on this, using the semi-autonomous high resolution 
AMT data sets. 

To investigate further the differences between the ocean colour 
products as mapped images, level 2 Chl a products over the north and 
south Atlantic gyres during October 2018 and 2017 were also compared 
(Fig. 11). The difference between S-3A OLCI processors was large. For 
both the north and south Atlantic gyres, S-3A OLCI Chl a POLYMER 
consistently gave higher Chl a, had the highest number of valid pixels 
and the highest % coverage (Figs. 12, 13). POLYMER has been shown to 
minimise noise whilst increasing the coverage both at global and 
regional scales (Muller et al., 2015). For the Atlantic Ocean gyres spe
cifically, we also found that for S-3A OLCI Chl a POLYMER the coverage 
is enhanced (Figs. 11, 12, 13). By comparison, S-3A OLCI Chl a pb 
2.23–2.29 returned a lower number of valid pixels and % coverage over 
the oligotrophic gyres and the lowest Chl a concentrations (Figs. 12, 13). 
The difference in Chl a concentrations between POLYMER and pb 2 from 
composites arises from differences in flag and cloud masking and the 
subsequent spatial averaging. Since POLYMER always has a higher 
coverage compared to pb 2, the average Chl a concentrations will always 
be higher. Thus, the differences that can be seen between the two 
products in the scatter plots (Fig. 3a, c, d, f) becomes accentuated when 
averaging over composites and large areas (Figs. 12, 13). The reason for 
the increased coverage by POLYMER is that the algorithm is accurate 
when there is sun glint and thin clouds present, since the atmospheric 
model reproduces well the scattering by the atmosphere under these 
conditions (Steinmetz et al., 2011; Tan, 2019). The retrieval of Chl a by 
POLYMER utilises a spectral matching of Rrs over a range of bbNC and Chl 
a concentrations. If the biogeochemical properties of a region do not fit 
the training range of the water component of the model or these change 
over time, then retrieved Chl a will be less accurate. As noted by 
Steinmetz and Ramon (2018), when another free IOP variable, such as 
aCDOM, is introduced to the POLYMER model, the resulting Chl a con
centrations can become erroneous (e.g. Giannini et al., 2021). Further 
investigation into the performance of POLYMER with OLCI in other 
water types, with different IOP constituents and at Chl a concentrations 
>1.0 mg m− 3, are necessary before this model can be used with confi
dence, globally. 

4.3. Differences between OLCI, MODIS-aqua and VIIRS Chl a 

MODIS-Aqua was launched in 2002, designed to be operational for 6 
years and to date is ~18 years old and with MODIS-Terra, is the longest 
running ocean-colour sensor. In oligotrophic waters, the uncertainty of 
MODIS-Aqua Rrs at blue bands (412–490 nm) when Chl a ≤ 0.1 mg m− 3 

is 5%, whereas this increases to 5–10% when Chl a is between 0.1 and 
0.3 mg m− 3 (Hu et al., 2013). The majority of studies on MODIS-Aqua 
have shown that the Rrs products are accurate, which for green bands 
are within 20% of in situ Rrs. These are also in agreement with cross- 
validation studies between satellite sensors (Barnes and Hu, 2016; Hu 
et al., 2015; Hu and Le, 2014; Uprety et al., 2013). Historic validation 
exercises performed at MOBY in the Pacific open-ocean yield a mean 
absolute relative difference between field and MODIS-Aqua data of 
approximately 7% between 412 and 490 nm (Mélin et al., 2016). In 
Mediterranean oligotrophic waters, differences of between 8 and 15% at 
blue bands have been reported (Zibordi et al., 2011). For MODIS-Aqua 
in the Ligurian Sea these can be >20% at 412 nm, but within mission 
requirements at 443 and 490 nm, which yield an uncertainty of ~20% in 

the Chl a product (Antoine et al., 2008). The most comprehensive ac
curacy assessments of MODIS-Aqua conducted by Mélin and Franz 
(2014) and Moore et al. (2015) found that the relative uncertainty in Rrs 
is close to the mission target of 5% for blue and blue-green bands in case 
1 waters, but exceeds 50% in oligotrophic waters. Recent papers have 
shown degradation in MODIS-Aqua Rrs (Meister and Franz, 2014; 
Meister et al., 2012), which has been compensated for in the recent 
R2018 re-processing. Kahru et al. (2015) compared standard ocean 
colour Chl a products for MODIS-Aqua and Suomi-VIIRS over the range 
from 0.1 to 10 mg m− 3 and reported an under-estimate in Chl a by 9% in 
the California Current compared to in situ Chl a. Hu and Le (2014) 
compared time series measurements of in situ Chl a with MODIS-Aqua 
and Suomi-VIIRS NASA data records over Tampa Bay, USA, and re
ported <25% difference with a mean annual bias of − 9% over a Chl a 
range of 1 to 20 mg m− 3. At the LISCO AERONET-OC site off Long Island 
the differences were larger with − 26% for Suomi-VIIRS and a 20% 
difference with MODIS-Aqua (Hlaing et al., 2013). 

Very few studies have been conducted comparing S-3 OLCI, MODIS- 
Aqua and VIIRS, especially in the open-ocean. Li et al. (2019) compared 
S-3A OLCI, MODIS-Aqua, and Suomi-VIIRS Rrs products against in situ 
measurements in the China Sea. All three sensors overestimated Rrs in 
the open ocean and underestimated Rrs in coastal waters with the highest 
uncertainty at the NIR bands. OLCI exhibited an 18% difference at 490 
nm and MODIS-Aqua had a 19% difference at 531 nm. Differences in Rrs 
at other bands were higher. Comparing coincident MODIS-Aqua and 
VIIRS with S-3A OLCI products against the AMT measurements, MODIS- 
Aqua performed best in the green (0.2% at 555 nm) but had the highest 
error of all sensors at 443 nm with a difference relative to in situ Rrs of 
16% (Fig. 9). VIIRS Rrs performed similarly to S-3A OLCI pb 2.23–2.29 
and S-3A POLYMER at 412 and 443 nm, whereas VIIRS Rrs in the green 
performed better than S-3A OLCI with a difference of 1% at 551 nm 
(Figs. 8, 9). For Chl a, S-3A OLCI POLYMER was the most accurate 
(21%), followed closely by MODIS-Aqua (22%), then S-3A OLCI 
OL_L2M.003.00 (24%), Suomi-VIIRS (35%) and lastly S-3A OLCI pb 
2.23–2.29 (36%). These differences arise because even though the mean 
VIIRS Rrs at blue and green bands appear accurate, there are a large 
number of the VIIRS spectra that over-estimate Rrs (Fig. 8), which causes 
the under-estimate in Chl a at values >0.1 mg m− 3 (Fig. 4b). Similarly 
the under-estimate of some VIIRS Rrs spectra leads to the over-estimate 
in Chl a at low values when the algorithm switches to the CI (Figs. 8, 4b). 
The number of match-ups available for MODIS-Aqua and VIIRS coinci
dent with the different S-3A OLCI Chl a algorithms was significantly 
lower due to differences in the spatial resolution (one MODIS pixel is 
equivalent to 3 × 3 OLCI full resolution pixels), overpass times and the 
flags applied, which leads the different N shown in Figs. 3, 4, 5. Using S- 
3A OLCI full resolution data results in far more match-ups than available 
using the MODIS-Aqua and VIIRS data. The information from the sensors 
is similar, but the advantage of using S-3A OLCI is that more of the small 
scale variability on a per pixel basis is captured in these match-ups. 
Another factor contributing to the reduced number of match-ups for 
MODIS-Aqua is the stray light flag, which is raised over 3 pixels in the 
cross-track direction from a cloud pixel and 2 pixels in the along-track 
direction (Meister and Franz, 2014). The flag is effective in reducing 
the error from stray light but may be too conservative, leading in part to 
a reduction in the number of match-ups available. When averaging data 
over larger spatial areas however, this has a minimal effect on spatial 
coverage, which for MODIS-Aqua and VIIRS was always higher than S- 
3A OLCI pb 2 and OL_L2M.003.00 (Figs. 12, 13). 

From the results presented, a number of recommendations for further 
and future development of S-3 OLCI products are identified:  

• Underway spectrophotometric semi-autonomous systems deployed 
on research vessels offer the potential to significantly increase the 
number of satellite matchup data especially in remote locations of 
the global ocean, as well as to characterise the spatial variability 
within satellite pixels. The next step in the development of these 
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autonomous systems is to characterise the instruments and to 
construct uncertainty budgets for these data in line with Fiducial 
Reference Measurements (ISO, 2008).  

• Using high resolution in situ data available from semi-autonomous 
systems, further work is required to investigate the de-correlation 
lengths of oceanic and atmospheric conditions with a view to 
developing match-up criteria that consider the temporal and spatial 
variability of these two factors over a site or region.  

• The performance of the new OL_L2M.003.00 for S-3A and S-3B OLCI 
significantly improves the retrieval of Chl a in open Atlantic waters, 
especially at concentrations <0.1 mg m− 3, as a result of imple
menting the CI algorithm. Further investigation into improving the 
Chl a product between the range of 0.1 and 1.0 mg m− 3 is required.  

• The spectral shape of the S-3A OL_L2M.003.00 Rrs products is greatly 
improved compared to pb 2.23–2.29. A slight over-estimate in S-3A 
OL_L2M.003.00 Rrs corresponding to Chl a values from 0.1 to 1.0 mg 
m− 3 causes an under-estimate in Chl a due to potential errors in 
OC4Me. Understanding the reasons for this (either failure in the AC, 
associated quality flags and/or the Chl a algorithm) will ultimately 
facilitate future improvement of these products.  

• The POLYMER model applied to S-3 OLCI shows great promise in 
providing accurate Chl a concentrations (between 0.01 and 1 mg 
m− 3) and spatially contiguous data, especially in regions where 
partial cloud and sun glint may affect the retrieval of Chl a. Further 
investigation into the accuracy of S-3 OLCI POLYMER Chl a at con
centrations >1 mg m− 3 is required.  

• Integration of S-3 OLCI data over the next decade into the existing 
ocean-colour record will enable discrimination of climate change 
effects on the marine ecosystem. Utilisation of the POLYMER AC for 
ocean colour time series will be beneficial for filling gaps in data, 
both spatially and temporally. Further investigation into the accu
racy of ocean colour merged products using the POLYMER AC would 
be beneficial for both the OC time series and climate change studies 
for the global ocean. 

5. Conclusions 

In this paper, we quantify the statistical performance of S-3A OLCI, 
MODIS-Aqua and Suomi-VIIRS Chl a products against in situ Chl a esti
mated spectrophotometrically using a quasi-autonomous underway 
sampling system deployed on three Atlantic Meridional Transect cam
paigns in 2016, 2017 and 2018. The measurement method for Chl a 
provided ~100,000 measurements over the three campaigns, which 
resulted in >750 match-ups for S-3A OLCI. This represents a significant 
advancement in data obtained from remote oligotrophic regions. Using 
these data, the S-3A and S-3B OLCI pb 2 OC4Me Chl a product was 
compared with OLCI pb 3 and POLYMER as well as standard MODIS- 
Aqua and VIIRS Chl a products. The S-3A OLCI pb 2.23–2.29 Chl a 
exhibited a difference > 35% compared to the in situ Chl a data. For 
Suomi-VIIRS, Chl a was just within the expected accuracy (~35%) and 
MODIS-Aqua Chl a was within this with a 22% difference compared to 
the in situ ACS Chl a data. Of the S-3 OLCI Chl a products tested, 
POLYMER showed the best performance, which was within 20% of in 
situ Chl a data. OLCI OL_L2M.003.00 was within 26% of the in situ Chl a. 
Both S-3A and S-3B OLCI pb 2.29 and 1.30 Chl a exhibited a systematic 
bias with a consistent underestimate at low Chl a values, though S-3B 
was slightly more accurate than S-3A. There was no such bias in OLCI 
OL_L2M.003.00 and the accuracy of both S-3A and S-3B OLCI Chl a 
products was imrpoved and exhibited a similar performance. Analysis of 
coincident images for the five products (3 x OLCI, MODIS-Aqua and 
Suomi-VIIRS) showed that S-3A OLCI POLYMER had both the highest 
Chl a concentrations and highest % coverage over the north and south 
Atlantic gyres. S-3A OLCI pb 2.23–2.29 OC4Me produced the lowest Chl 
a and the lowest % coverage. POLYMER is known to provide increased 
coverage over the global ocean as its polynomial AC model corrects for 
spectrally homogenous sun glint and thin cloud signatures, while 

standard AC models often mask the stronger glint and cloud signatures. 
Based on these results, POLYMER and OL_L2M.003.00 for S-3A and S-3B 
OLCI show great promise in providing accurate Chl a products for these 
oligotrophic Atlantic waters. Further investigation into the use of 
POLYMER and OL_L2M.003.00 in other water types, especially with Chl 
a concentrations >1.0 mg m− 3, is required. Improvement in S-3 
OL_L2M.003.00 Chl a in the range from 0.1 to 1.0 mg m− 3 would also be 
beneficial. 
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