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Rupture directivity is a combined effect of rupture propagation, the earthquake 
source radiation pattern, and particle motion polarization on seismic ground 
motions (Spudich and Chiou, 2008). This effect is known to cause directional 
variations in seismic ground motion and damage (e.g., Archuleta and Hartzell, 
1981; Heaton et al., 1995), and to occur if a strike-slip or dip-slip rupture propa-
gates to a site in the along-strike or updip direction, respectively (Somerville et 
al., 1997). However, recently, quite different cases from these regular modes of 
rupture directivity have been found in Nepal and Japan.

For the 2015 Gorkha, Nepal, earthquake (GCMT Mw 7.9), we performed 
a joint inversion of teleseismic, strong motion, GPS, and InSAR datasets, finding 
dip-slip faulting and rupture propagation along the fault strike. We also found 
large ground velocity pulses and large seismic intensities in the direction along 
the fault strike. Although this is not a case of the regular rupture directivity 
modes, we confirmed from ground motion simulations that it could occur for a 
dip angle as low as of the Gorkha earthquake.

The 2016 Kumamoto, Japan, earthquake (GCMT Mw 7.0) was a strike-slip 
event and large ground velocity pulses were found in the fault-parallel component 
at stations close to the source fault. Again, this is not a case of the regular rup-
ture directivity modes, because the rupture directivity of a strike-slip earthquake 
usually generates large fault-normal pulses in a widespread area. We performed 
a joint inversion of teleseismic, strong motion, and GPS datasets, finding near 
upward rupture propagation rather than usual lateral one. We then confirmed 
from ground motion simulations that a concentrated distribution of fault-parallel 
pulses could occur in the mode of near upward propagation.
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We have developed a multiscale full-waveform adjoint-tomography method for 
local surface sedimentary structures with complicated interference wavefields.

The local surface sedimentary basins and valleys are often responsible for 
anomalous earthquake ground motions and corresponding damage in earth-
quakes. In many cases only relatively small number of records of a few local earth-
quakes is available for a site of interest. Consequently, prediction of earthquake 
ground motion at the site has to include numerical modeling for a realistic model 
of the local structure. Though limited, the information about the local structure 
encoded in the records is important and irreplaceable. It is therefore reasonable to 
have a method capable of using the limited information in records for improving 
a model of the local structure.

We have developed our inversion suitable for local surface structures with 
this goal in mind.

A local surface structure and its interference wavefield require a specific 
multiscale approach.

In order to verify our inversion method, we performed a blind test. We 
obtained synthetic seismograms at 8 receivers for 2 local sources, complete 
description of the sources, positions of the receivers and material parameters of 
the bedrock. We considered the simplest possible starting model—a homoge-
neous halfspace made of the bedrock.

Using our inversion method we obtained an inverted model. Given the 
starting model, synthetic seismograms simulated for the inverted model are 
surprisingly close to the synthetic seismograms simulated for the true structure 
in the target frequency range up to 4.5 Hz. We quantify the level of agreement 
between the true and inverted seismograms using the L2 and time-frequency mis-
fits as well as using the goodness-of-fit criteria based on the earthquake-engineer-
ing characteristics of seismic motion.

We also verified the inverted model for other source-receiver configurations 
not used in the inversion.
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We use 3D numerical modeling of seismic waves to explain the ground motion 
observed in the Po Plain (Italy) during the Emilia 2012 earthquake sequence, 
which could not be predicted adequately by classical ground motion prediction 
equations (GMPE). 

The investigated area is a 70 km wide square bounded at North and South 
by the Po river and the Apennines range, respectively. The area includes the epi-
centers of the 2012 seismic sequence started on May, 20 with a ML 5.9 event. 
The geology of the area is characterised by a NNE-verging fold-and-thrust sys-
tem, almost completely buried under late Pleistocene-Holocene deposits of the 
Po Plain.

On the basis of published data and by using GeoModeller software, we 
have built a 3D visco-elastic, geological-structural model with details suitable for 
seismic waveform simulations in the frequency range up to 2 Hz. We simulate 
two ML 4.2 events located at the NE and NW ends of the seismogenic area. The 
numerical simulations are performed by a well-established implementation of the 
Fourier pseudospectral method developed by the authors. The model is validated 
by comparing quantitatively the simulated seismograms to those recorded by 
about 20 stations, which were active in the area during the 2012 sequence.

Simulations predict correctly the most significant features observed in 
the waveforms, which may be caused by several factors as: the presence of anti-
clines, the basin margin and the variable thickness of sediments. The validated 
3D model can now be used for the numerical estimation of the ground motion in 
the Po plain and represents a starting point for implementing more detailed, 3D 
local models and performing earthquake simulations in a wider frequency range.
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As part of its program of earthquake system science, the Southern California 
Earthquake Center (SCEC) has developed a simulation platform, CyberShake, 
to perform physics-based probabilistic seismic hazard analysis (PSHA) using 3D 
deterministic wave propagation simulations. CyberShake performs PSHA by 
first simulating a tensor-valued wavefield of Strain Green Tensors. CyberShake 
then extends an earthquake rupture forecast by varying the hypocenter location 
and slip distribution on finite fault models, resulting in about 500,000 rupture 
variations. Seismic reciprocity is used to calculate synthetic seismograms for each 
rupture variation at each computation site. These seismograms are processed to 
obtain intensity measures, such as spectral acceleration, which are combined with 
probabilities from the earthquake rupture forecast to produce a hazard curve. 
Hazard curves are calculated at seismic frequencies up to 1 Hz for hundreds of 
sites in a region and the results are interpolated to obtain a hazard map.

The CyberShake platform uses scientific software and middleware to inte-
grate parallel and high-throughput research codes into scientific workflows. 
Scientific workflow tools manage input and output data, support remote job 
execution, provide error recovery, and enable the automation required for the 
multi-week CyberShake studies on open-science supercomputers that are used to 
calculate regional hazard maps.

In developing and verifying CyberShake, we have focused our modeling in 
the greater Los Angeles region. We are now expanding the hazard calculations 
into Central California, using both a 3D central California velocity model cre-
ated via tomographic inversion, and a regionally averaged 1D model. We will 
describe the CyberShake computational methodology and SCEC’s workflow-
based software infrastructure that have enabled CyberShake to expand into 
Central California. We will compare hazard estimates from the 1D and 3D mod-
els, and describe our future CyberShake plans.
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