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ABSTRACT

In mineral exploration, increased interest towards deeper mineralizations makes seis-

mic methods attractive. One of the critical steps in seismic processing workflows is

the static correction, which is applied to correct the effect of the shallow, highly het-

erogeneous subsurface layers, and improve the imaging of deeper targets. We showed

an effective approach to estimate the statics, based on the analysis of surface waves

(groundroll) contained in the seismic reflection data, and we applied it to a legacy

seismic line acquired at the iron-oxide mining site of Ludvika in Sweden. We applied

surface-wave methods that were originally developed for hydrocarbon exploration,

modified as a step-by-step workflow to suit the different geologic context of hard-

rock sites. The workflow starts with the detection of sharp lateral variations in the

subsurface, the existence of which is common at hard-rock sites. Their location is

subsequently used, to ensure that the dispersion curves extracted from the data are

not affected by strong lateral variations of the subsurface properties. The disper-

sion curves are picked automatically, windowing the data and applying a wavefield

transform. A pseudo-2D time-average S-wave velocity and time-average P-wave ve-

locity profile are obtained directly from the dispersion curves, after inverting only

a reference curve. The time-average P-wave velocity profile is then used for the di-

rect estimation of the one-way traveltime, which provides the static corrections. The

resulting P-wave statics from the field data were compared with statics computed

through conventional P-wave tomography. Their difference was mostly negligible

with more than 91% of the estimations being in agreement with the conventional

statics, proving the effectiveness of the proposed workflow. The application of the

statics obtained from surface waves provided a stacked section comparable with that

obtained by applying tomostatics.
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INTRODUC TION

Hard-rock sites, the typical geological setting of the majority

of mineral deposits, have been the targets of exploration with

geophysical methods in the last decades (Eaton, Milkereit and

∗E-mail: myrto.papadopoulou@studenti.polito.it

Salisbury 2003 and references therein). The recent increase in

interest towards deeper mineralizations makes seismic meth-

ods attractive. As a consequence, the development of effec-

tive seismic processing techniques is important (Malehmir

et al. 2012). In land seismic reflection, a critical step of the

processing workflow is the static corrections (statics). They

are applied on the seismic data to correct for the effect of
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near-surface heterogeneities and varying low-velocity over-

burden thicknesses, which can distort the body-wave (BW)

field, affecting the final seismic image (e.g. Rogers 1981;

Cox 1999). Static corrections are therefore a key processing

step, which increases the quality and resolution of the seis-

mic sections, improving the interpretation of the final result

(Marsden 1993). Several methods can be used to estimate

the near-surface velocity model, needed for computing static

corrections, the most common of which is first-break tomog-

raphy. A possible estimation approach is to use the surface

waves (SW), contained in the reflection seismic data (Foti et al.

2014).

Surface-wave methods are based on the analysis of the

dispersive characteristics of the propagating wavefield, which

are extracted from the seismic data as curves relating the phase

velocity and frequency of SWs, known as dispersion curves

(DC). SW may propagate at different modes that appear as

different branches of the DC (Aki and Richards 1980). SW

DCs are obtained by processing active- or passive-source seis-

mic data, typically applying a wavefield transform. They are

then inverted for S-wave velocity (VS); several studies, though,

suggest their use also for P-wave velocity (VP) estimation

(e.g. Maraschini, Boiero and Socco 2009; Socco and Com-

ina 2017). Oil and gas seismic exploration is mainly based

on the analysis of BW. As a result, the acquisition is usually

optimized to obtain BWs, and SWs are treated as noise and

filtered out in the data-processing stage. However, their sen-

sitivity to the velocity of the shallow subsurface makes them a

potentially valuable by-product that can be used for the esti-

mation of statics, directly from exploration data, without the

need of extra, costly data acquisitions (e.g. Soumya, Stewart

and Al Dulaijan 2010; Boiero et al. 2011; Douma and Haney

2011; Miao et al. 2016).

On the other hand, the application of SW analysis to min-

eral exploration remains limited and, to the authors’ knowl-

edge, there are no recent publications referring to the use of

active-source SW data at hard-rock sites for statics estima-

tion. In fact, from an extensive literature search concerning

SW-related publications in the last five years in the most pop-

ular repositories for applied geophysics (EAGE EarthDoc and

SEG Digital Library), only 6% of published papers on SWs

refer to applications to stiff sites (Fig. 1). Most of these focus

on the use of SWs for seismic site characterization and seismic-

response evaluation. In total, fewer than 2% of the SW-related

publications refer to mining and mineral-exploration applica-

tions. This lack of related published research can be attributed

to several challenges that arise when analysing SWs at mining

sites.

Soft sites

92%

Hard-rock

6%

Mining

2%

SW Hard-rock sites Mining sites

Figure 1 Publications (journal papers and expanded abstracts) on

EAGE’s ‘Earthdoc’ and ‘SEG digital library’ from January 2014 to

December 2018. From a total number of 480 SW-related publications,

92% refer to soft sites, 6% to hard-rock sites and 2% to mining and

mineral-exploration sites.

The quality of SW analysis can be severely affected by

the noise, originated by mining activities (e.g. mining oper-

ations, crushers, blasting and drilling), which might present

high amplitude and broad frequency band (Urosevic et al.

2007; Górszczyk, Malinowski and Bellefleur 2015).

The nature of the near surface can be significantly vari-

able, including outcrops of the crystalline bedrock, layers

of weathering materials of variable thickness (Eaton et al.

2003) and extreme surface conditions, such as swampy soils

(Malehmir et al. 2017) or dense vegetation and forests (Saun-

ders, Lamb and Sweeney 1991). Moreover, hard-rock envi-

ronments are characterized by heterogeneities, such as frac-

tures and faults (Buske, Bellefleur and Malehmir 2015), as

well as rough topography (e.g. Heinonen et al. 2011). Other

heterogeneities, such as mined blocks, on-going and/or aban-

doned mining workings, roads, tunnels and other local sub-

surface targets are also common in mining sites (e.g. Hollis

et al. 2018). These highly heterogeneous near-surface condi-

tions impose limitations to typical SW methods which assume

a locally 1D subsurface.

Acquisition may be limited by the rough terrain and mine-

site restrictions, causing the sources and receivers to be ir-

regularly positioned (Nedimović and West 2003; Harrison,

Urosevic and Stoltz 2007). This affects multichannel SW pro-

cessing, which is based on 2D wavefield transforms of seismic

data obtained from multiple receivers located in-line with the

sources.

Another restriction is the choice of the source, which

might be limited to explosive shots in drilled shot holes,

due to irregular surface conditions (e.g. Roberts et al. 1997;

L’Heureux, Milkereit and Adam 2005). However, burying the
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source can cause a strong reduction of the energy transformed

into SWs (Foti et al. 2018), making their analysis challenging.

In crystalline environments, sharp velocity contrasts are

present, if a soft, weathering layer covers the stiff bedrock.

This can cause the excitation of higher modes of SWs or

other types of guided waves (Bergamo, Comina and Maras-

chini 2011), which can be dominant over a large frequency

band, leading to a misidentification of the fundamental

mode.

Despite these difficulties, valuable information can be

gained from SW data at hard-rock sites. The experience of uti-

lizing SWs in different fields of applications where hard rocks

are present (e.g. seismic site characterization and geotechnical

engineering) serves as proof of concept. For example, Pileggi

et al. (2011) showed that SW analysis at hard-rock sites ben-

efits from the high velocity of the subsurface, due to which,

longer wavelengths are generated, causing the investigation

depth to be higher (80–100 m in their examples). The same

authors showed, by means of numerical simulations, that the

SW content of the ambient vibration field increases with in-

creasing bedrock depth. Useful guidelines were proposed by

Cercato et al. (2010), who dealt with shallow-bedrock exam-

ples, and proposed muting the data to separate the SW funda-

mental mode from other waves that are generated due to the

property contrast. Casto et al. (2009) underlined the need to

use all available a priori information, to better constrain the

bedrock depth in SW inversion.

In the field of mineral exploration, some promising ex-

amples show the benefits of using SWs. Recently, Hollis et al.

(2018) showed that the long wavelengths estimated with

ambient-noise SW tomography can indicate the geological

boundary of a mineral deposit. Sharma, Hollis and McBride

(2018) confirmed that ambient-noise SW recordings provide

great investigation depths and estimated a 1D VS profile at a

mineral exploration site. Several case studies at mining sites

dealt with the existence of sharp lateral heterogeneities and

showed that they can be delineated, using certain properties

of SWs. For example, Rector et al. (2015) applied active SW

tomography introducing a new acquisition scheme to image

old mine workings. They showed that SW phase velocities

and amplitudes are sensitive to the presence of these kinds of

voids. Similar conclusions about the sensitivity of SWs were

made by Sherman et al. (2014) and Ivanov, Miller and Peterie

(2016) who applied SW-based methods for locating voids and

mine workings in historical mining sites.

In the current work, we used a legacy data set from

the Blötberget iron-oxide mining area of Ludvika mines in

central Sweden. Production of the mine was abandoned

during the late 1970s, but there has been renewed interest, due

to technological advancements and favourable market condi-

tions, initiating many research activities. Two high-resolution

active-source seismic field campaigns (in 2015 and 2016)

were carried out. The acquisition details of the 2015 survey

and results are given in Malehmir et al. (2017). The 2016

data set is currently the subject of various studies, including

conventional processing by Markovic et al. (2020), prestack

depth imaging by Bräunig et al. (2020) and surface-wave

interferometry and adaptive subtraction by Balestrini et al.

(2020).

The aim of the current study is to provide a workflow

for statics estimation, which can be used to improve the min-

eralization imaging, using groundroll-related noise. The pro-

cessing workflow consists of SW-based methods, originally

developed for soft-site characterization, and accounts for the

characteristics of the data to suit the different geologic con-

text of hard-rock sites. Data processing starts with a method

for the detection of sharp lateral variations. The DCs are then

picked along the survey line with an automated method, stack-

ing shot gathers to improve S/N. Following the methods out-

lined in Socco, Comina and Khosro Anjom (2017) and Socco

and Comina (2017), we obtain a pseudo-2D time-average VS

(VSz) and time-average VP (VPz) profile. The latter is used for

the direct estimation of the one-way time, which provides the

static corrections. The workflow is fast, compared with tomo-

statics, which requires first-break picking, and to typical SW

methods, which usually require excessive iterative inversion

processes. Here inversion is run only on a reference DC, and

the rest of the applied processes are based on computationally

efficient data transformations.

S ITE DESCRIP TION

The area of Blötberget in central Sweden (Fig. 2) belongs to

the historical mineral district of Bergslagen, which is known

for its high-quality iron-oxide deposits (Malehmir et al. 2017).

The mineralization consists mainly of magnetite and hematite,

with presence of apatite and quartz and calc-silicate miner-

als. It exists as two separate sheet-like mineralized horizons,

hosted by volcanic rocks. They moderately dip (about 45o)

towards the southwest, to a known depth of at least 800 to

850 m.

Maries et al. (2017) provided a detailed description of the

downhole and laboratory measurements of the physical prop-

erties of the mineralization and host rocks from seven drilled

boreholes. Laboratory measurements (density, rock-quality

designation and magnetite content) were made on the core
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Figure 2 (a) Geological map of the Blötberget area in central Sweden showing the location of the seismic profile of the 2016 survey (grey for

the cabled and red for the wireless recorders) and existing boreholes intersecting the mineralization. The portion of the data set analysed in

the current work is plotted in black. Points ‘P1’ and ‘P2’ represent the shot positions of the seismic records shown in Fig. 5. (b) Total-field

aeromagnetic map of the Blötberget area in central Sweden showing the location of the seismic profile and existing boreholes. The survey line

of 2016 is plotted in grey (cabled recorders) and red (wireless recorders). The portion of the profile studied in this work (black) intersects two

magnetic lineaments, in the positions given by the yellow circles. The geological and total-field magnetic maps were kindly provided by the

Geological Survey of Sweden.

samples from the mineralization, while, downhole logging

(full-waveform triple sonic, natural gamma, magnetic suscep-

tibility, formation resistivity, fluid temperature and conduc-

tivity) was performed throughout the full borehole lengths,

including the near surface. The logging measurements showed

that the first 100 m consists mainly of stiff materials, such as

metasedimentary argillitic layers and granite, with VS ranging

between 3000 and 4000 m/s, VP between 4500 and 6500 m/s

and density between 2500 and 3000 kg/m3.

E X P E R I M E N T A L D A T A

The seismic profile of 2016 is given in grey and red in

Fig 2(a,b). The data were recorded using 10-Hz cabled
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Figure 3 (a) Spacing between the used receivers (black dots), compared with the nominal value of 5 m (red line). (b) Elevation of the used

receivers.

geophones spaced at 5 m (grey), and 10-Hz wireless stations

spaced at 10 m (red) with a 500-kg Bobcat-mounted dropham-

mer as the source. The recorded time made available was

10 s (reduced to 2 s for processing) and the sampling rate was

1 ms. Preliminary analysis showed that the recordings of the

5 m-spaced receivers gave the best-quality SWs, and they were

chosen for the analysis. From these, we used only a portion,

where shots and receivers are in-line and the changes in the el-

evation are minimal, compared with the receiver spacing. The

part of the data set that was analysed, counts for 240 shots

and 240 receivers (total length of 1200 m) and is plotted

in black in Fig. 2(a,b). The distance between all consecutive

receivers is plotted in Fig. 3(a), where one can observe fluc-

tuations from the nominal value of 5 m (red line), caused by

acquisition restrictions. These were accounted for in the pro-

cessing workflow. In Fig. 3(b), we show the elevation of each

receiver. The maximum elevation difference among all the re-

ceivers is 3.6 m and, therefore, we considered flat topography

during processing. In Fig. 4 we show examples of normalized

amplitude spectra computed for different offsets, which reveal

that the data contain dominant frequencies up to 90 Hz, with

a peak at approximately 35 Hz.

The data quality for SW analysis is highly heterogeneous

along the line. In Fig. 5(a,c), we present two examples of raw

shot gathers: Fig. 5(a) shows a high-quality gather (in terms of

SW analysis) and Fig. 5(c) a low-quality one. Their frequency-

phase velocity spectra are given in Fig. 5(b,d), where the ex-

tracted DCs, corresponding to the spectra maxima, are plotted

in black. In Fig. 5(a), the SWs (indicated by the yellow lines)

are dominant and they show a weak dispersion. The spec-

trum (Fig. 5b) presents clear maxima of a single propagation

mode, that is weakly dispersive at high phase velocities, rang-

ing from 1900 to 2700 m/s. In Fig. 5(c), the SWs (indicated

by the yellow dashed lines) are not easy to be recognized in

the gather and the resulting DC (Fig. 5d) is narrow-banded

and noisy. All these aspects were taken into account for the

data-processing workflow.

PROCESS ING WORKFLOW A ND RESULTS

A schematic representation of the processing workflow that

was applied to the data set to estimate the statics is given in

Fig. 6.

Identification of sharp lateral variations

Surface wave (SW) methods, which assume 1D models, can

also be applied when the subsurface properties present smooth

lateral variations, if the DCs are extracted using a windowing

technique (Bohlen et al. 2004; Boiero and Socco 2010). How-

ever, if there are sharp discontinuities, their location should

be identified before processing, to avoid having erroneous

DCs. Two methods were applied to identify the location of

possible variations: the decay exponent (γ ) and the attenua-

tion coefficient (a) method. Both methods were introduced by

Nasseri-Moghaddam, Cascante and Hutchinson (2005) and

extended to multifold data analysis by Bergamo and Socco

(2014), who implemented the codes used in our work. Accord-

ing to Colombero et al. (2017), the methods are complemen-

tary, and their joint interpretation increases the robustness of

the results.

The decay exponent method is based on the fact that, for a

laterally homogeneous medium with no intrinsic attenuation,

the energy decay exponent of SWs is equal to one, follow-

ing the equation of geometrical spreading (Richart, Hall and

Woods 1970). Compensating for the geometrical spreading,

γ becomes zero. Strong deviations from this theoretical value

are associated with back-reflections or attenuations of energy,
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Figure 4 Normalized amplitude spectra of the shots at position (a) 85 m, (b) 285 m, (c) 500 m, (d) 750 m, (e) 900 m and (f) 1000 m.

caused by subsurface discontinuities. The decay exponent, γ ,

can be computed according to

Ei

Ei+1

=

(

rι

ri+1

)−γ

, (1)

where ri and ri+1 are the distances from the shots and Ei and

Ei+1 are the energy values for the receivers i and i+1, re-

spectively. For multifold implementation, γ is computed in a

moving window along the seismic line. The size of the window

is a compromise between the noise that can locally affect the

trace energy and the lateral resolution. After testing different

sizes, we selected a window of 11 receivers (55 m), which

was the narrowest window with acceptable noise. The win-

dow was moved by a step of 10 m. The average and standard

deviation of γ from shots inside all windows were computed,

distinguishing between positive (γ pos) and negative (γ neg) off-

set traces, which, according to Bergamo and Socco (2014),

show opposite behaviour when strong heterogeneities are en-

countered by the SWs, and should be examined together, to

improve the interpretation of the results. The standard de-

viation provides a measure of uncertainty. In Fig. 7(a), we

show the plot of γ pos (red) and γ neg (blue) versus the receiver

positions, and the standard deviations are given by the error

bars.

The attenuation coefficient method estimates the location

of subsurface discontinuities based on significant variations of

α, because these variations are caused by back reflections or

attenuations of the energy of the waves, due to sharp sub-

surface discontinuities. The attenuation coefficient, α, is com-

puted for couples of receivers, located at distances ri and ri+1

from each shot at each frequency fj, after compensating for

the geometrical spreading, according to

E j,i+1 = E j,i e
−2α j (ri+1−ri ). (2)

Since the energy in this method is computed frequency

by frequency, the results indicate the frequency (wavelength)

band that is affected by the energy variations and, therefore,

C© 2019 European Association of Geoscientists & Engineers, Geophysical Prospecting, 68, 214–231
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Figure 5 (a) Example raw shot gather, corresponding to the position of point ‘P1’ in Fig. 2(a) and (b) its frequency–phase velocity spectrum,

considering the positive-offset receivers. (c) Another example raw shot gather (point ‘P2’ in Fig. 2a) and (d) its frequency–phase velocity

spectrum, considering the positive-offset receivers. In (a,c), the yellow dashed lines indicate the surface waves. In (b,d), the black lines indicate

the picked DCs.
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Figure 6 Scheme of the SW processing workflow applied on the portion of the data set to obtain VP static corrections.

provide a qualitative indication of the depth of the subsurface

discontinuities. For the multifold implementation, we com-

puted α inside a moving window of 11 receivers, for which

α was averaged and normalized to the related standard devi-

ations, distinguishing for positive- and negative-offset traces.

The average normalized α for positive-offset traces (αpos) and

negative-offset traces (αneg) were stacked, to remove the ef-

fect of the source position, as proposed by Colombero et al.

(2017). The resulting stacked normalized α is given by the

colour scale in the plot of Fig. 7(b).

We examine the results of the two methods together, to

identify the critical zones, where strong anomalies are present.

As shown in Fig. 7(a), the black lines, labelled from ‘2’ to ‘8’,

mark positions where γ pos and γ neg present the most promi-

nent peaks and show opposite sign. At the same positions,

again marked by the black lines in Fig. 7(b), α presents sharp

increases. These strong energy contrasts can be associated

with sudden changes in the subsurface properties (e.g. frac-

tured zones, changes in lithology and man-made structures).

Their positions (Table 1) were stored, to be excluded from the

extraction of the DC.

The green and orange boxes in Fig. 7(a,b) define two

areas where both methods show continuous energy anoma-

lies. In Fig. 7(a), the green box defines an area, 316 m long,

where γ pos fluctuates constantly and γ neg never reaches nega-

tive values, indicating strong energy attenuation. In the same

location, α (Fig. 7b) also shows constant energy fluctuations

that end at the right boundary of the green box, labelled as

‘1’. In the SE end of the line, γ and α present anomalies with

long lateral extent (126 m). No local peaks can be found in

γ , and the anomalies of α are continuous. The boundary of

this transition is the left-hand side of the orange box, labelled

as ‘9’ in Fig. 7(a,b). The positions of boundaries ‘1’ and ‘9’

(Table 1) were stored, to be omitted from the DC extraction.

Extraction of the dispersion curves

In order to obtain a set of DCs that provide information of

possible smooth variations of the subsurface properties, we

used the algorithm implemented by Socco et al. (2009). It ap-

plies a spatial window on the seismic traces, and spans all

trace positions, to extract local DCs. The extraction is made

C© 2019 European Association of Geoscientists & Engineers, Geophysical Prospecting, 68, 214–231
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Figure 7 (a) Average decay exponent estimated along the seismic line for positive-offset traces (blue line) and negative-offset traces (red line).

(b) Stacked normalized attenuation coefficient. (c) Eighty dispersion curves extracted along the seismic line. The vertical axis represents the

wavelength while the colour scale provides the phase velocity, given by the colour bar. With black edges shown in (c), we present the dispersion

curve at position 1022 m, which was chosen as reference for the estimation of the W/D relationship. The black lines and green and orange boxes

in all panels indicate the locations of sharp energy anomalies.

by picking the maxima of the spectrum, after stacking sev-

eral shot spectra, to improve S/N. The optimum processing

parameters for the DC extraction (window length, minimum

and maximum offset between the window and the sources and

step of the moving window) were decided according to tests

on sample shot records. The samples were randomly chosen

from three different areas along the line, located between po-

sitions 0–365 m, 568–791 m and 882–1073 m. This was done

to test the window length using receivers, that do not cross

any of the sharp lateral variations, marked by the black lines

and the edges of the green and orange boxes in Fig. 7(a,b).

For the spectrum computation, we transformed the data in

the frequency–phase velocity (f-v) domain, according to Park,

Miller and Xia (1998), because this wavefield transform can

be applied to irregularly spaced receivers (Fig. 3a).

The optimal window length was chosen as a compromise

between the improved spectral resolution, given by a long

window, and the noise introduced, when far-offset traces were

included. The choice of the minimum and maximum offset be-

tween the sources and the window provided the offset range in

which shots could be used for stacking. The offset range selec-

tion was aimed at avoiding near-field effects and ensuring that

the far-offset traces still contained high S/N SWs. The number

of spectra to be stacked within the chosen offset range was
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Table 1 Estimated location of sharp lateral variations

Sharp lateral variation Position on the seismic line (m)

1 316

2 366

3 407

4 436

5 461

6 567

7 792

8 881

9 1074

a trade-off between improved S/N and computational cost.

The step of the moving windows worked as a compromise be-

tween the number of DCs along the line and the sensitivity of

the DCs to lateral heterogeneity. The final chosen windowing

parameters are presented in Table 2.

To optimize the automatic procedure of the DC extrac-

tion, a ‘mask’ was defined, to select the spectral region, where

the energy maxima corresponding to the DC lie. At each loca-

tion, a DC was extracted by automatically picking the spectral

maxima inside the ‘mask’. The position of each DC was as-

signed to the centre of the window. DCs at the positions,

indicated by the black lines and by the edges of the green

and orange boxes in Fig. 7(a,b), were disregarded. In total, a

set of 80 DCs were extracted along the line and are plotted

in wavelength–phase velocity domain, along the 2D line in

Fig. 7(c), and in frequency–phase velocity domain in Fig. 8(a).

In Fig. 7(c), each DC is plotted at the location corre-

sponding to the centre of the window, and the vertical axis

represents the wavelength. The phase velocity is given by the

colour scale. The spatial distribution of the DCs varies sig-

nificantly along the line, and there exists several gaps. Some

of these gaps correspond to the positions of the sharp lateral

variations as estimated by γ (Fig. 7a) and α (Fig. 7b). The

additional gaps correspond to positions where the spectra did

not present clear maxima and, therefore, no DC could be

picked.

Table 2 Windowing parameters for the DC extraction

Processing parameter Value

Window size 75 m

Step 15 m

Minimum offset 10 m

Maximum offset 300 m

Number of stacked shots 1–58

Reference curve selection and Monte Carlo inversion and

reference VSz model estimation

For the selection of the reference DC, we followed the strategy

of Socco et al. (2017), who showed that the impact of the

reference DC selection on the final result is low (2%–10%),

even at sites with lateral VS variability (150%), as long as the

curves overlap or present a smooth phase–velocity transitions.

Only if there are strong variations in the shape, and/or velocity

range of the curves, which can be detected visually by plotting

all the DCs together, is it necessary to split them in different

groups and process them separately. In our case, we selected

only one reference DC, since they are all concentrated in one

frequency and phase–velocity region, as shown in Fig. 8(a),

with no obvious separation in different groups. The lateral

variability of VS can be approximated by the lateral variability

of the phase velocity, which is at maximum 80%, as shown

in Fig. 8(b). As a further check, we ran a clustering algorithm

over the DC set (not shown) that confirmed that the DCs

group in a single cluster.

The selection of the reference DC was based on the qual-

ity of the DCs given by the frequency band, standard devia-

tion, and difference between the DCs of single positive- and

negative-offset shots. We computed the quality index (QI),

based on Karimpour (2018), as follows:

QI = 1 −
(NSD + NDPN + NFB)

max(NSD + NDPN + NFB)
, (3)

where NSD is the standard deviation of each DC, with respect

to the DCs of the individual shots used for spectral stack-

ing, summed for all frequency components and normalized to

the maximum standard deviation; NDPN is the difference of

the average DCs extracted from positive- and negative-offset

shots, summed for each frequency and normalized to the max-

imum difference and NFB is the reciprocal of the frequency

band (FB) of each DC, normalized to the maximum of all the

FBs. The plot of QI is given in Fig. 9. The DC with the highest

QI value is the one at position 1022 m (noted by the black

circle in Fig. 9 and highlighted with the black edges in Fig. 7c

and plotted as a black curve in Fig. 8a), and it was the one

chosen as reference.

We inverted the reference DC using the Monte Carlo al-

gorithm of Socco and Boiero (2008). For the Monte Carlo

inversion, one million profiles were randomly generated sim-

ulating a three-layered model (two layers plus half space).

The layer thickness and VS were randomly sampled, within

the model space boundaries, plotted in Fig. 10a (blue dashed

lines). The density was fixed at 2000 kg/m3 for the shallow

layers and 2800 kg/m3 for the half space. The Poisson’s ratio
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Figure 8 (a) Eighty DCs picked along the portion of the seismic line. Different colours correspond to different positions and the DC that was

chosen as reference (located at offset position 1022 m) is given in dashed black. (b) Maximum phase velocity variability at each wavelength of

all the extracted DCs.

for all the layers was randomly sampled from a wide range

(0.1–0.45), which is reasonable for near-surface materials (e.g.

Gercek 2007).

In Fig. 10(a), we present the accepted models, with

a colour scale that indicates the misfit between their syn-

thetic DCs and the experimental DC. The DCs of the best-

fitting models are presented in Fig. 10(b) (using the same

colour scale), compared with the experimental one (black

dots). The best-fitting model is given in red (Fig. 10a), and

it was transformed into time-average VS (VSz) according

to

VSz =

∑

n hi
∑

n

hi
VSi

, (4)

where hi is the thickness and VSi the S-wave velocity of the ith

layer, and n is the number of layers down to each depth (z) of

the profile.

Wavelength–depth relationship and apparent Poisson’s ratio

estimation

The time-average VS (VSz) model (black line in Fig. 11a) was

compared with the reference DC (black dots in Fig. 11a)

to obtain the wavelength and depth couples for which

VSz and phase velocity are equal, as described in Socco

et al. (2017), for the entire thickness of the inverted VS

model (red line in Fig. 11a). The couples were interpo-

lated with a polynomial fit, to obtain the wavelength–depth

(W/D) relationship, which is plotted in Fig. 11(b) (black

line).

According to Socco and Comina (2017), the W/D rela-

tionship is sensitive to the Poisson’s ratio, allowing its estima-

tion. This was achieved by means of a sensitivity analysis: for

the same VS profile, we simulated different W/D relationships

(different colours in Fig. 12a), each time changing the value of

the Poisson’s ratio from 0.1 to 0.45 with a step of 0.05. The

experimental W/D curve (black dashed line in Fig. 12a) was

Figure 9 Quality index (QI) of the extracted DCs (blue dots). The highest QI value, corresponding to the reference DC, is circled in black.

C© 2019 European Association of Geoscientists & Engineers, Geophysical Prospecting, 68, 214–231



Surface-wave analysis for static corrections in mineral exploration 225

Figure 10 Monte Carlo inversion results. (a) Best-fitting profiles selected by the inversion. Red colour represents the best-fitting profile. The blue

dashed lines give the model parameter space. (b) Synthetic DC of the best-fitting models compared with the experimental DC (black points).

The colour scale in both panels indicates the misfit and is given by the colour bar.

compared with the simulated ones, providing the apparent

Poisson’s ratio profile (υz), that is, the Poisson’s ratio that re-

lates the time-average VS (VSz) with the time-average VP (VPz)

profile, which is given in Fig. 12(b).

Wavelength–depth transformation, time-average P-wave

velocity and statics estimation

The W/D relationship of the reference model was used to

transform all the other DCs into VSz. For each DC, we

Figure 11 (a) Reference 1D VS model (red line), reference VSz model (black line) and reference DC (black dots). (b) Experimental W/D curve.
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Figure 12 (a) The curve of the experimental W/D (black dashed) is compared with synthetic W/D curves (different colours, depending on the

Poisson’s ratio). (b) Apparent Poisson’s ratio profile, that is, the Poisson’s ratio that relates the time-average VS (VSz) with the time-average VS

(VPz).

converted the wavelength components into their correspond-

ing depth values from the W/D and, for each couple, the VSz

was set equal to the phase velocity. The resulting 1D VSz pro-

files are plotted in Fig. 13(a) along the seismic line, at the

positions of their corresponding DCs. The vertical axis rep-

resents the depth, and the VSz is given by the colour scale.

The depth of each profile depends on the wavelength of its

corresponding DC.

According to Socco and Comina (2017), the expected lat-

eral variability of the Poisson’s ratio is low if the variability of

VS is low. Thus, the estimated apparent Poisson’s ratio pro-

file was used to obtain VPz from all the estimated VSz profiles

along the seismic line. The VPz model was estimated from the

VSz 1D profiles at each position j (VSzj) and the apparent Pois-

son’s ratio (υz), according to the following relationship (Socco

and Comina 2017):

VPzj = VSzj

√

2υz − 2

2υz − 1
. (5)

The estimated VPz profile is given in Fig. 13(b).

Finally, the computation of the one-way time (static shift)

at each position j was carried out using the values of each 1D

VPz profile at a (floating) datum plan zd according to

tzd j =
zd

VPzd j

, (6)

where tZdj
is the one-way time and VPZdj

is the time-average P-

wave velocity at position j and depth zd. To obtain the source

and receiver statics, the one-way times estimated along the

line were interpolated. The statics can be obtained for any

datum down to the investigation depth, which here is 90 m.

In Fig. 14(a,b), in red we show the resulting one-way time for

two example datum depths, 40 and 50 m, respectively, which

are both deeper than the known bedrock depth.

D I S C U S S I O N

We presented a workflow of SW methods to estimate VP static

corrections, using an example from the iron-oxide mining site

of Ludvika in Sweden.

The two methods for the detection of sharp lateral vari-

ations identified several locations where local heterogeneities

are present (labelled from ‘1’ to ‘9’ in Fig. 7) and the DCs

from these locations were excluded from the analysis.

The energy anomalies, marked by black lines in

Fig. 7(a,b), are sharp and well separated from each other,

presenting narrow lateral extent. We compare them to the

results of Colombero et al. (2017), who proved, using a syn-

thetic model, that at the interfaces between materials with

different properties, γ pos and γ neg present a strong separation,

their sign depending on the type of contrast, and α takes high
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Figure 13 (a) Time-average VS (VSz) model and (b) time-average VP (VPz) model obtained by the applied workflow. The thickness of the 1D

models is illustrative.

values at the position of the interface. Lines ‘2’–‘5’ are at a

small distance from each other (41 m between ‘2’ and ‘3’,

29 m ‘3’ and ‘4’ and 25 m between ‘4’ and ‘5’), which is lower

than the length of the window used for γ and α computation

(55 m) and higher than the window step (10 m). Therefore,

we cannot distinguish between the contributions of each dis-

continuity. Because, as can be seen in Fig. 7(b), they affect

low frequencies (mostly < 40 Hz) and because a water stream

crosses the line at this location, we can conclude that these

anomalies are all probably related to the shallow fracturing

of the rock. The area between lines ‘6’ and ‘7’ is probably

the shallow expression of a fault, which was identified by

Bräunig et al. (2020), and causes attenuation of the propagat-

ing SW energy. The energy anomaly of line ‘8’ presents a nar-

rower separation between γ pos and γ neg, with respect to all the

other black lines, and α shows a peak only at high frequencies

(> 30 Hz), meaning that the heterogeneity is very shallow. A

possible cause can be the local reduction of the bedrock depth,

creating a velocity contrast at shallow depths.

The anomalies marked by the green and orange boxes

in Fig 7(a,b) have longer lateral extent and, thus, they are

probably related to large-scale geological features. A com-

parison with the total-field aeromagnetic data map (Fig. 2b)

reveals that at the NW and SE ends, the selected portion of the

seismic line intersects two magnetic lineaments, which corre-

spond to oxide-bearing formations, in the positions shown by

the yellow circles in Fig. 2(b). Hence, we can assume that the

energy anomalies bounded by the boxes are related to the shal-

low expression (highly fractured zones) of deeper mineralized

bodies.

The applied processing workflow allowed the extraction

of a great number of DCs, 75% of which present a quality

index value higher than 0.5 (Fig. 9). However, the poor data

quality could not be mitigated at all positions, resulting in the

gaps that can be observed in Fig. 7(c). The DCs present some

lateral variability of the phase velocity at each wavelength,

which is, however, always below 80% (Fig. 8b). Moreover,

there is no obvious separation of the DCs in the frequency–

phase velocity domain (Fig. 8a). This proves that the DCs do

not belong to strongly heterogeneous geological environments

and justifies the choice of one reference DC, used only for the

application of W/D data transform.

The estimated VSz along the line (Fig. 13a) ranges between

1400 and 2500 m/s, indicating the existence of materials with

high VS in the near surface, in agreement with the geological

information of the site (Maries et al. 2017).

Regarding our estimation of υz (Fig. 12b), although it

cannot be directly compared with the local measurements of
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Figure 14 One-way time (static shift) at a datum depth of (a) 40 m and (b) 50 m. In red, the statics from SW direct VPz estimation of our

workflow and in black, the tomostatics (Bräunig et al. 2020). One-way time difference between SW direct VPz estimation and tomostatics at a

datum depth of (c) 40 m and (d) 50 m. Distribution of the one-way time difference (1t) between the SW direct VPz estimation of our workflow

and tomostatics at a datum depth of (e) 40 m and (f) 50 m. The sum of occurrences in (e) and (f) is 205.

the Poisson’s ratio from the site, because υz is by its nature a

smooth profile, our estimation lies within reasonable values,

according to Maries et al. (2017), who show values of the

Poisson’s ratio in the range between 0.05 and 0.35.

In Fig. 14, we compare our estimated statics with the

tomostatics obtained by Bräunig et al. (2020), who applied

first-break traveltime tomography on the same data set. Be-

ing an accepted method for near-surface VP estimation, BW
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Figure 15 Brute stack (a) before any statics, (b) after application of static corrections obtained by P-wave traveltime tomography and (c) after

application of static corrections obtained by our method.

tomography serves as our benchmark. We compare the statics

at two datum plans (40 m, shown in Fig. 14a and 50 m, shown

in Fig. 14b), which were chosen as examples, because they are

deeper than the known depth of the bedrock. We show in

red the statics resulting from our workflow and in black the

ones from BW tomography. In Fig. 14(c,d), we show the dif-

ference of the one-way time estimations for the two datum

depths. The blue lines define the interval of ± 1 ms (equal to

the sampling rate), within which we consider the difference

negligible. According to the histogram of Fig. 14(e), 7.8% of

the measurements present a difference that is out of the range

of ± 1 ms for the computation at 40 m datum, while for the

50 m datum, 8.29% are out of ± 1 ms range (Fig. 14f). The

comparison confirms that our direct estimation presents a low

error with respect to the benchmark.

In Fig. 15(a), we show the stacked section before any

statics. The resulting brute stacks, after the application of the

tomostatics and of our workflow’s statics at 40 m datum,

are shown in Fig. 15(b,c), respectively. It can be observed

that our statics resulted in an improved coherency of the re-

flector (indicated by the red arrows) with respect to the sec-

tion with no statics, while, a slight improvement can also be

detected with respect to the tomostatics. We can therefore

conclude that the proposed SW-based workflow is a valid

alternative to the conventional method of statics estimation,

which is completely independent from BW data and, there-

fore, can be useful when obtaining BW is less effective (e.g.

when first-break traveltimes cannot be easily picked due to

noise).

The workflow is fast compared with the conventional

method (tomostatics), which requires first-break picking.

Moreover, it is faster than the typical SW methods, since most

of the processes (estimation of the W/D relationship and the

apparent Poisson’s ratio, transformation of all the DCs into

VSz and VPz and computation of statics) are automatized pro-

cedures, based only on data transforms, which require very

little computational effort. Indeed, all the computations were

performed in a few minutes. The methods for the detection

of sharp lateral variations and the process for the extraction

of the DCs are completely automatic, except for some prelim-

inary tests required for processing parameter selection. The

only computationally demanding task is the inversion of the

reference DC, which required 2 hours to run on a standard

workstation.

CONCLUSION

We have shown that SW analysis is an effective approach to

estimate VP static corrections, which are necessary to obtain

an accurate seismic image of mineralization targets. Since the

only input to the proposed method are the seismic reflection

data, the acquisition of which is usually not optimized for SW

analysis, we have shown that SWs are a useful by-product.

The successful results of the proposed example from the
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iron-oxide mining site of Ludvika in Sweden, presented in

this work, serve as proof of concept.

The proposed method is fully data driven and does

not require any a priori information. It uses seismic noise

(groundroll) and provides statics for P-wave seismic data in

a fast way, compared with the conventional tomostatics ap-

proach, which requires first-break picking. It is faster than

most typical SW methods, which makes it appropriate for

large-scale applications and long seismic profiles. The work-

flow provided VP statics with mostly negligible difference with

respect to statics computed through P-wave tomography. The

quality of the resulting stacked image showed that they can be

considered as a valid alternative to the conventional method.
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Maries G., Malehmir A., Bäckström E., Schön M. and Marsden P.

2017. Downhole physical property logging for iron-oxide explo-

ration, rock quality, and mining: an example from central Sweden.

Ore Geology Reviews 9, 1–13.

Markovic M., Maries G., Malehmir, A., von Ketelholdt J., Bäckström
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