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ABSTRACT

Microseismic events along preexisting zones of weakness
occur in a reservoir due to pore pressure buildup and frac-
turing during fluid injection. We have used a multiphase
fluid-flow numerical simulator to model water injection in
a gas reservoir. Previous studies generally consider a single
fluid, in which the relative permeabilities and capillary pres-
sure play no role. We analyze the effects of partial saturation
on the injection process. On the basis of a spatial distribution
of weak stress zones and a threshold pore pressure, the sim-
ulator models fluid transport in the formation and allows us
to obtain the spatiotemporal distribution of the microseismic
events. We consider uniform and fractal distributions of the
pore pressure at which microearthquakes are triggered. We
analyze the influence of the initial water saturation and the
presence of preexisting natural fractures, as well as the effect
of updating the rock properties after the microseismic events
occur. Moreover, we perform simulations in a low-per-
meability reservoir in which the borehole pressure increment
generates a system of fractures that propagate into the res-
ervoir. The importance of considering two-phase fluid flow
resides in the fact that partial saturation greatly affects the
trigger time evolution. This is mainly due to the difference
in compressibility of the two phases.

INTRODUCTION

Fluid injection has been widely used in the petroleum industry for
secondary or enhanced oil recovery as well as for hydraulic fractur-
ing treatments. The process of hydraulic fracturing allows us to gen-
erate fractures or to connect already existing natural fractures thus

creating a pathway by which the hydrocarbons can flow to the well-
bore (Riahi and Damjanac, 2013). When it comes to unconventional
reservoirs (tight or shale), this technique is necessary for the well to
become productive (Nagel et al., 2013).
As a result of the injection process, the pore pressure buildup

within the formation leads to a decrease of the effective stress, causing
the zones of weakness to break down; consequently, P- and S-waves
are emitted (Rutqvist et al., 2015). This passive seismic emission can
be used to monitor the overall process. Longer term microseismic
monitoring has been used to estimate fracture geometry and reservoir
properties as permeability (Shapiro et al., 1997, 2005; Carcione et al.,
2015). This analysis is usually performed by adjusting the trigger
envelope curve and obtaining the associated hydraulic diffusivity
parameter (Rothert and Shapiro, 2003). Other authors have presented
rigorous models of hydraulic fracturing (Wangen, 2011) based on
Biot’s equation and a finite-element representation of the fracture
pressure.
The purpose of our work is to apply a two-phase fluid flow sim-

ulator to describe water injection in a gas reservoir. We consider a
reservoir with low permeability but high enough so that the injected
fluid can leak into the formation. As the fluid is being injected, the
pressure builds up and breaks down the weaker zones becoming
microearthquakes sources. For the breakdown criteria, we use a
simplified single threshold criterion considering only tensile failure
as a consequence of the injection.
Using this approach, we evaluate the influence of different var-

iables, such as the breakdown pressure and initial water saturation,
the existence of natural high-permeability paths, and the effect of
porosity and permeability variation in the fractured zones.

TWO-PHASE SIMULATOR

This section describes the two-phase fluid-flow model used to
simulate water injection into a gas reservoir, and the trigger criterion
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to obtain the distribution of the microearthquake sources. A list of
symbols is listed in Appendix A.

Water injection model

Our first aim is to model the simultaneous flow of gas and water
in a reservoir. This is achieved by solving the differential equations
that describe the two-phase fluid flow in porous media (Aziz and
Settari, 1985). These equations, obtained by combining the mass
conservation equations with Darcy’s empirical law, are

∇ ·

�
κ
krgðSwÞ
Bgηg

∇pg

�
þ ~qg ¼

∂
�
ϕ

�
Sg
Bg

��

∂t
; (1)

∇ ·

�
κ
krwðSwÞ
Bwηw

∇pw

�
þ ~qw ¼

∂
�
ϕ

�
Sw
Bw

��

∂t
; (2)

where g and w denote the gas and water phases, respectively, and the
unknowns are the fluid pressures pβ and saturations Sβ (β ¼ w; g).
Moreover, ~qβ is the injection flow rate per unit volume, ηβ is the
viscosity, ϕ is the porosity, κ is the absolute permeability tensor,
and krβðSwÞ is the relative permeability, which is a function of sat-
uration. Finally, Bg and Bw are the pressure volume temperature
(PVT) parameters, which are the gas formation volume factor
and water formation volume factor, respectively. These equations
are obtained by assuming that there is no mass transfer between
gas and water phases. Two algebraic equations relating the satura-
tions and pressures complete the system:

Sw þ Sg ¼ 1; pg − pw ¼ PCðSwÞ; (3)

where PCðSwÞ is the capillary pressure function.
This is a nonlinear system due to the dependence of the relative

permeabilities and the capillary pressure on the saturation. This ap-
proach differs from previous studies (Shapiro, 2015; Carcione et al.,
2017), in which the nonlinearity of the flow equation is related to the
dependency of the permeability on the pressure. One of our numeri-
cal examples considers a change in permeability when a pressure

threshold is reached. However, this change in permeability is not
represented in the model equations, but it is imposed externally.
Appendix B describes how the nonlinear differential equations 1

and 2 are obtained and solved.

Triggering criterion

To determine the microseismic emission zones, we apply a cri-
terion based on a “breakdown pressure” (Pbd) defined as follows:
When the pore pressure p is greater than the breakdown pressure on
a certain cell, it becomes a “microseismic source.”
The term Pbd can be computed from the in situ stress field, and a

good estimation of the stress field is important. It requires surface
seismic, sonic log, and vertical seismic profile (VSP) data. Many
authors have developed different tools and techniques, combining
well-log data and seismic information, to estimate the reservoir prop-
erties. Bosch et al. (2010, 2014) present a methodology in which the
elastic properties are obtained by inverting seismic data. In addition,
Curcio et al. (2016) develop a procedure using VSP data.
This single threshold criterion approach is similar to that described

by Rothert and Shapiro (2003). In this case, we only consider tensile
events, and the Pbd is obtained from the horizontal stress σH and the
tensile stress of the rock T0 (Economides and Hill, 1994) as

Pbd ¼ 3σHmin − σHmax þ T0 − pH; (4)

where

σHmax ¼ σHmin þ σTect; (5)

where σTect being the tectonic stress contribution and σHmax and
σHmin being the maximum and minimum horizontal stresses, respec-
tively, obtained from the vertical stress σV as

σHmin ¼
ν

1 − ν
σV; (6)

where ν is Poisson’s ratio and σV is calculated from the formation
density ρf as

σV ¼ g
Z

H

0

ρfdH; (7)

with H indicating the formation depth and g is the gravity constant.

NUMERICAL EXAMPLES

We consider a 2D horizontal section of a gas reservoir with an
extent of 180 m in the x-direction and 180 m in the y-direction. The
reservoir is located at a depth of 3 km b.s.l. The simulation is per-
formed by using a mesh with equally spaced blocks in each direc-
tion, distributed in 300 cells in the x-direction and 300 cells in the
y-direction. We designed a reservoir with a permeability of 0.1 mD
and 8% of porosity. In our first analysis, we maintain these reservoir
properties as constants; i.e., we assume that when the breakdown
pressure is reached, the properties are not modified. We also assume
a fractal distribution for Pbd based on the von Kármán correlation
function (Carcione and Gei, 2009) as shown in Figure 1. The fractal
breakdown pressure is obtained with the following relation:

Pbdðx; zÞ ¼ hPbdi þ fðx; zÞ; (8)
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Figure 1. Fractal breakdown pressure distribution.
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where hPbdi denotes the spatial average of Pbdðx; zÞ and fðx; zÞ is a
fractal field representing the spatial fluctuation of Pbdðx; zÞ, for
which the spectral density Sdðrx; rzÞ is given by (Frankel and
Clayton, 1986)

Sdðrx; rzÞ ¼ N0ð1þ R2α2Þ−ðHþE∕2Þ; (9)

where R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2x þ r2z

p
is the radial wavenumber, α is the correlation

length, H is a self-similar coefficient (0 < H < 1), N0 is a normali-
zation constant, and E is the Euclidean dimension. The von Kármán
correlation describes a self-affine, fractal process of fractal dimen-
sion D ¼ Eþ 1 −H at a scale smaller than α. For this first appli-
cation, we take E ¼ 2 andD ¼ 5 and hPbdi ¼ 5000 psi (34.5 MPa).
The correlation length value was taken to be 1% of the domain size.
We generated a breakdown pressure field by choosing the variance
parameter in the fractal generator (200;000 psi2).
Water injection simulation is performed at a constant flow rate of

0.15m3∕s at the injection point located in the center of reservoir with
the black oil applied simulation tool (BOAST) simulator (Table 1).
Figure 2 shows the spatial distribution of triggers after 10 h of the
fracking process. A flow rate of 0.15 m3∕s on a 10 h interval is con-
sidered for all experiments. This is consistent with values for water
injection into low-permeability reservoirs during fracking processes.
We can see that the pore pressure increase due to water injection

generates fractures in the reservoir in weak zones around the well.
The spatial distribution of fractured cells observed in Figure 2 cor-
responds to the end of the fracking process, in which each particular
trigger occurred at a different time. This trigger time evolution can

be observed in Figure 3 as a cloud of crosses (fractal Pbd), where the
maximum distance to the well reached after 10 h of injection
is 12.76 m.
If instead of assuming a fractal distribution for the breakdown

pressure, we use a homogeneous distribution taking the minimum
value of the fractal case (4000 psi/27.6 MPa), we obtain the trigger
time evolution result depicted in Figure 3 as a dotted curve of points
(homogeneous Pbd). This curve is the envelope of all trigger events
generated in the previous case.
Then, we study the effect of modifying the local properties after

the pressure reaches the Pbd value on a certain cell. When this hap-
pens, the cell porosity and permeability values are increased. The
new porosity and permeability values are assigned by assuming an
average between the existing properties of the formation and those
of the fracture. The fluid-flow model does not compute these new
values, but they are instead assigned as a parameter for each time
step when the cell is considered fractured. Because the focus of this
study is to demonstrate that any change in the local properties might
alter the shape or size of the microearthquakes’ source distribution,
we do not put the emphasis in determining the exact values of the
new porosity or permeability of the cell. The presence of proppant is
accounted for by assigning new values of porosity and permeability
of the fracture. The values used to update the cell properties after
fracturing were 50 mD for permeability and 50% for porosity.
In this case, the behavior is slightly different, and it can be seen in

Figure 4, which shows the trigger time evolution for the constant and
variable properties assuming a uniform distribution ofPbd ¼ 4000 psi

(27.6 MPa). This difference can be explained by the fact that an incre-
ment in porosity and permeability produces a pressure drop. This
decrease slows down the pressure front, which, in turn, delays the
triggers.

BREAKDOWN PRESSURE AND INITIAL WATER
SATURATION EFFECT

The value used as the breakdown pressure depends on several
factors as mentioned above, such as formation density, tensile stress
of the rock, and tectonic stress among others. It is our objective to
determine whether an accurate value of Pbd is needed when simu-
lating the fracture front, or an approximation is sufficient. Hence, it
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Figure 2. Location of the microseismic sources obtained after 10 h
of water injection.

Figure 3. Comparison between the homogeneous and fractal break-
down pressure Pbd distribution.

Table 1. Model parameter case 1.

ϕ 8%

κ 0.1 mD

hPbdi 34.5 MPa

~qw 0.15 m3∕s
Inj. time 10 h

Water injection in a gas reservoir KS185
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is important to consider the effect that this parameter has on the
fracture evolution and to understand the sensitive of the front to
changes in the breakdown pressure. To evaluate this effect, we run
four simulations for different values Pbd of 4000 psi (27.6 MPa),
4500 psi (31.0 MPa), 5000 psi (34.5 MPa), and 5500 psi (37.9 MPa).
These simulations are performed by assuming a uniform distribution
of Pbd. The corresponding envelopes are shown in Figure 5.
It can be clearly observed that an increment of Pbd not only slows

down the triggering but also reduces the size of the fractured zone. In
this case, the effect can be easily explained if we assume that within a
certain region of the reservoir it is necessary to reach a higher pore
pressure to fracture for higher Pbd values. An increase of approxi-
mately 12% of Pbd produces a 50% decrease in the distance to the
well of the fracture front. On the other hand, a 37% increment of Pbd

leads to an 84% decrease in the region covered by the fractured zone.
Variable water saturation is another significant property. Five dif-

ferent initial water saturations are considered (0.1, 0.3, 0.5, 0.8, and
1.0), while maintaining a constant Pbd of 4000 psi (27.6 MPa) for
all five cases. Figure 6 shows the envelope behavior for the different
saturations.

An increment of initial water saturation generates the opposite
effect; that is, the fracture front evolution is accelerated and the frac-
tured zone increases. This can be explained if we take into account
that the pore pressure increases with the increasing water saturation.
Figure 6 shows the importance of considering two-phase fluid flow
because water injection into a gas reservoir greatly affects the trig-
ger time evolution. This is mainly due to the difference in compress-
ibility of the two phases.
Any values of Pbd and Swi can be used in the model, but higher

values of Pbd will not trigger microseismic events, and lower values
will trigger many events. Then, it is important to define the appro-
priate working range considering the properties of the reservoir
under study.

EFFECT OF PREEXISTING NATURAL
FRACTURES

In this section, we analyze the case in which the reservoir has
natural fractures before starting the fracking process and the influ-
ence of such natural fractures on the evolution of the induced frac-
tures. For this purpose, we incorporate zones of high permeability,
as shown in Figure 7. These zones model the natural fractures. Be-
cause the mesh is fixed and the size of the cells is much larger than
that of a natural fracture, we randomly choose a series of cells
placed along parallel lines close to the injection point, and we assign
them a value of permeability greater than that of the formation,
weighted together with the high permeability that a natural fracture
would have.
In our simulation, we model closed boundaries on the simulation

zone, whereas the fracture boundaries are open, except those coincid-
ing with the zone boundaries. We avoid the border effect by ensuring
that the pressure and saturation changes do not reach the boundaries.
In our model, the fractures are part of the simulation grid, allowing
fluid to flow from adjacent cells. If we consider closed fracture boun-
daries, we do not expect very dissimilar results because the reservoir
permeability is low, with a fluid flow dominant in the fracture and a
low flow into the matrix.
Figures 8 and 9 show the maps of the fractured zone after 10 h

of injection without and with natural fractures. There is a decrease
in the size of the fractured zone due to the presence of natural

Figure 4. Location of the events as a function of the emission time,
corresponding to a homogeneous distribution of the breakdown
pressure, with constant and variable properties.

Figure 5. Breakdown pressure Pbd effect on the trigger distribution.
Figure 6. Initial water saturation Swi effect on the trigger distribu-
tion.
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fractures. The natural fractures allow water to flow more easily;
thus, pressure increases slowly, which in turn decreases the number
of induced fractures. The effect of the reduction of the fractured
zone, along with the decrease of the trigger events, can be seen
in the trigger event time distribution (see Figure 10).

CONCLUSION

The model presented here allows us to generate microearthquake
sources maps in a reservoir saturated with two phases during the
fracking process. We analyze the influence of the rock stresses,
the initial water saturation, and the presence of natural fractures
on the time-spatial distribution of the microseismic sources.
It can be observed that an increment of the breakdown pressure

not only slows down the triggering but also reduces the size of the
fractured zone. An increment of initial water saturation induces the
opposite effect; i.e., the fracture front evolution is accelerated and
the fractured zone increases. Moreover, there is a decrease in the
size of the fractured zone due to the presence of preexisting natural
fractures. These fractures allow water to flow more easily; thus,
pressure increases slowly, which in turn decreases the number of
induced fractures.
This model is also valid to analyze the effect of other fluids or

reservoir properties such as permeability, porosity, rock formation
compressibility, fluid compressibility, relative permeability curves,
capillary pressure curves, and injection rates.
Although our work does not consider changes of the local ten-

sions caused by the microseismic events, the model can incorporate
this by modifying the Pbd after each event on the fracture cell and
those adjacent to it. Our study considers two cases: (1) We do not
modify the porosity and permeability after each microseismic event
and (2) we modify these properties. In case 1, we expect the slope of
the envelope curve to increase with the number of events, but the
pressure and saturation distributions are not affected. In case 2, we
expect an effect similar to the generation of natural fractures, in
which the simulation yields weaker zones.
This work is a starting point that will enable us to generate seis-

mic images produced by the fracture events that are obtained as an
output of the model. Furthermore, we can obtain the fracture map
from a set of real seismic images by using inversion algorithms.
We point out the importance of considering two-phase flow or,
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Figure 7. Permeability map with natural fractures.
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Figure 9. Fracture map with natural fractures.

Figure 10. Effect of the natural fractures on the trigger distribution.
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in general, multiphase fluid flow when studying the behavior of in-
duced fractures during the hydraulic fracture processes.
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APPENDIX A

NOMENCLATURE

Bw water formation volume factor
Bg gas formation volume factor
cw water compressibility
cf formation compressibility
cg gas compressibility
ct total compressibility
g gravity constant
krβðSwÞ β phase relative permeability function
pβ β phase pressure
pH hydrostatic pressure
Pbd breakdown pressure
PCðSwÞ capillary pressure function
~qβ β phase injection flow rate per unit volume
Sβ β phase saturation
Swi initial water saturation
T0 tensile stress
vβ Darcy phase velocity
ηβ β phase viscosity
κ absolute permeability tensor
ν Poisson’s ratio
ρf formation density
σH horizontal stress
σHmax maximum horizontal stress
σHmin minimum horizontal stress
σV vertical stress
σTect tectonic stress
ϕ porosity

APPENDIX B

BLACK-OIL FORMULATION OF TWO-PHASE
FLOW IN POROUS MEDIA

The simultaneous flow of water and gas is described by the well-
known black-oil formulation (Aziz and Settari, 1985). This formu-
lation uses, as a simplified thermodynamic model, the PVT data
defined as

• Bg: gas formation volume factor
• Bw: water formation volume factor.

The formation volume factors of gas and water are defined as the
ratio of the volume of each phase at the reservoir temperature and
pressure to the volumes at the standard surface temperature and
pressure (15°C and 1 atm).
The conversion of compositional data from equations of state

into the black-oil PVT data is based on an algorithm developed
by Hassanzadeh et al. (2008). The mass conservation equation
for each component (gas and water) can be expressed as

−∇ ·

�
1

Bg
vg

�
þ ~qg ¼

∂
�
ϕ

�
Sg
Bg

��

∂t
; (B-1)

−∇ ·

�
1

Bw
vw

�
þ ~qw ¼

∂
�
ϕ

�
Sw
Bw

��

∂t
; (B-2)

where g and w denote the gas and water phases, respectively, ϕ is
the porosity, vβ is the Darcy phase velocity, Sβ is the saturation, and
~qβ is the injection flow rate per unit volume, with β ¼ w; g.
The Darcy phase velocities in an horizontal domain can be ex-

pressed by Darcy’s empirical law as

vg ¼ −κ
krgðSwÞ

ηg
∇pg; (B-3)

vw ¼ −κ
krwðSwÞ

ηw
∇pw; (B-4)

where pβ is the fluid pressures, ηβ is the viscosity, κ is the absolute
permeability tensor, and krβðSwÞ is the relative permeability that is a
function of saturation. Combining the mass conservation equations
(equations B-1 and B-2) with Darcy’s law (equations B-3 and B-4),
we obtain equations B-5 and B-6 (equations 1 and 2 in the “Water
injection model” subsection)

∇ ·

�
κ
krgðSwÞ
Bgηg

∇pg

�
þ ~qg ¼

∂
�
ϕ

�
Sg
Bg

��

∂t
; (B-5)

∇ ·

�
κ
krwðSwÞ
Bwηw

∇pw

�
þ ~qw ¼

∂
�
ϕ

�
Sw
Bw

��

∂t
: (B-6)

Two algebraic equations relating the saturations and pressures
complete the system:

Sw þ Sg ¼ 1; pg − pw ¼ PCðSwÞ; (B-7)

where PCðSwÞ is the capillary pressure function.
Two types of multiphase flow functions appear on the system of

equations (equations B-5–B-7): relative permeability and capillary
pressure, where each one is a function of saturation.

KS188 Macias et al.

D
ow

nl
oa

de
d 

12
/0

4/
23

 to
 1

40
.1

05
.7

1.
23

6.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

S
E

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s 
of

 U
se

 a
t h

ttp
://

lib
ra

ry
.s

eg
.o

rg
/p

ag
e/

po
lic

ie
s/

te
rm

s
D

O
I:1

0.
11

90
/g

eo
20

18
-0

81
8.

1



The numerical solution of the system is obtained with the algo-
rithm BOAST (Fanchi, 1997), which solves the differential equations
using implicit pressure explicit saturation (IMPES), a finite-differ-
ence technique (Aziz and Settari, 1985). The basic idea of IMPES
is to obtain a single pressure equation by a combination of the flow
equations. Once pressure is implicitly computed, saturation is up-
dated explicitly. We briefly describe IMPES for these particular sys-
tems (equations B-5–B-7). The first step is to obtain the pressure
equation, combining flow equations: Equation B-5 multiplied by Bg

and equation B-6 multiplied by Bw are added. In this way, the right
side of the resulting equation is

Bg

∂
�
ϕ

�
Sg
Bg

��

∂t
þ Bw

∂
�
ϕ

�
Sw
Bw

��

∂t
: (B-8)

Using the chain rule to expand the time derivatives and after some
computations and rearrangements, we obtain

ϕ

�
1

ϕ

dϕ
dpw

þ Sg

�
−

1

Bg

dBg

dpw

�
þ Sw

�
−

1

Bw

dBw

dpw

��
∂pw

∂t
;

(B-9)

where all the time derivatives with respect to the saturation dis-
appear.
Defining

• formation compressibility: cf ¼ ð1∕ϕÞðdϕ∕dpwÞ
• gas compressibility: cg ¼ −ð1∕BgÞðdBg∕dpwÞ
• water compressibility: cw ¼ −ð1∕BwÞðdBw∕dpwÞ
• total compressibility: ct ¼ cf þ Sgcg þ Sbcw.

The right side of the pressure equation is expressed as

ϕct
∂pw

∂t
: (B-10)

Finally, replacing pg by pw þ PCðSwÞ in the left side of the com-
bined equation, the following pressure equation in pw is obtained:

Bg

�
∇ ·

�
κ

�
krg
Bgηg

∇pw þ krg
Bgηg

∇PCÞ
��

þ Bw

�
∇ ·

�
κ

krw
Bwηw

∇pw

��

þ Bg ~qg þ Bw ~qw ¼ ϕct
∂pw

∂t
: (B-11)

In the BOAST simulator, equations B-6 and B-11 are discretized
using a block centered grid. The system is linearized by evaluating
the pressure- and saturation-dependent functions (PVT parameters,
viscosities, relative permeabilities, and capillary pressure) in the

pressure and saturation values of the previous time step. The pres-
sure equation is solved implicitly, applying a block successive over
relaxation method to compute the linear system solution. The sat-
uration equation is solved explicitly; therefore, stability restrictions
are considered to select the time step (Savioli and Bidner, 2005).
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